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1. INTRODUCTION

The focus of this paper is the influence of metaphor and metonymy on English
nominalizations. Nominalizations provide rich soil for research because of their complex
morpho-syntactic and lexical nature. Since there are different types of nominalizations and to
study them all would be too complex a task, we will base our research on nominalizations

derived by the means of sufffixes -hood and -ness.

Cognitive Linguistics provides a theoretical basis for this analysis. The focus will be
on the cognitive theory of metaphor and metonymy and we will try to establish the influence

they have on the production of these nominalizations.

2. THE AIM OF THE STUDY

The above mentioned suffixes are very productive. They can easily be attached to
adjectives, nouns and even adverbs. They are also highly polysemous and show various
meanings, some more central than the others. We will try to show that these other, non-central
meanings of these suffixes can be explained through various metonymic and metaphorical
means. Our aim is also to determine the placement of metaphorical and metonymic
operations, that is, to investigate whether they operate on the base word prior to suffixation, or
on the output. The possibility for metaphor and metonymy to work simultaneously with the

process of suffixation is also left open.

3. HYPOTHESES

1. Metaphorical and metonymic processes considerably influence grammatical forms and
behaviour of nominalizations.

2. The polysemy of -hood and -ness formations can be explained by means of metaphors and

metonymies.



4. METHODOLOGY

Every linguistic theory needs a suitable methodology adequate for its description. Due
to the specificity of the subject matter, the focus of the study and the guiding assumptions,
cognitive linguistics uses methods different from the ones used in previous linguistic
description. Langacker (1987: 34-55) proposes methodological principles each linguist should
be guided by in his analysis and these are factuality, economy, explicitness, generality and
predictiveness. Factuality is a basic requirement because every theory should be in
concordance with available facts. Facts are, however, problematic since they are derived from
the assumptions characteristic for a certain theory. For example, a fact about syntax in
contemporary linguistics is that it is a discrete component of the language, distinct from
lexicon and semantics and therefore subject to its own tools of description. In cognitive
grammar, on the other hand, it is a fact that syntax is an integral part of language, together
with lexicon and semantics and cannot be described autonomously. Economy is another
requirement that enables a great amount of data being captured with less theoretical apparatus.
Simplicity in description should also be sought for. Explicitness implies precision of linguistic
description and appropriateness of formal methods. Generality as a principle supposes seeking
of general rules and universal principles. Regularities should be stated, but since cognitive
grammar is usage-based and therefore irregular, nonobvious generalizations should also be
captured. Cognitive linguistics analysis should be guided by predictiveness: analysis should
be able to predict the data, that is, evidence, either supporting or disconfirming, should be
apparent.

The methodology we will apply in our analysis is introspection supplemented by
corpus analysis.

The main methodology used by cognitive linguists is the one of introspection.
Although cognitive linguists rely a great deal on their knowledge and perception of the world
(therefore this methodology has often been labeled as 'subjective', intuitive and lacking
objectivity), we believe it to be fundamental in any linguistic research: “Linguistic
introspection is conscious attention directed by a language user to particular aspects of
language as manifest in her own cognition.” (Talmy 2007: XII).

Talmy (2007) differentiates between two levels of consciousness in which aspects of language
can manifest themselves. The first one is so-called 'first-level consciousness': language
patterns appear here whether through evocation or spontaneously. The 'second-level
consciousness' or attention is usually volitional and targeted at a certain language aspect.

Some aspects of language are more 'ready' to appear as the object of introspection than the



others and if they appear in the first-level, they differ in their amenability to occur in the
second-level consciousness. Meaning is one of the most accessible categories- meaning of an
expression, a word or an idiom. The grammaticality of a phrase and appropriateness of an
expression in a certain context is also easily accessible. Whereas the meaning of an open-class
morpheme also belongs here, the meaning of closed-class morphemes, either free or bound,
belongs to the group of medium accessibility to introspection (such as are the suffixes under
study here). The same is true of synonyms of a word or some different senses of a word. Their
analysis requires corpus research using tools such as dictionaries. Semantic components
within a morpheme's meaning are, according to Talmy, not easily accessible, just as all senses
of a polysemous words, as well as certain syntactic patterns and principles. They cannot be
analyzed via introspection alone, but require other methodologies, such as the ones of

comparative semantics, corpus analysis or syntactic analysis.

In our research we will use corpus analysis and examples that should provide us with
enough working material to support the starting assumptions. We will use the bottom-up
approach, meaning we will start with the real occurrences of language and try to define what

motivates them.

When using corpus-based research method, one can deal with the corpus qualitatively
and quantitatively. Qualitative research concentrates on analyzing the features of the targeted
language occurrences. Quantitative approaches focus on prevalence of the feature in question
in the corpora, that is, its frequency. In both cases, the linguist deals with real life data,
occurrences of language that are not made-up. We will start our analysis using the quantitative
method, with the criterion of frequency as the factor crucial in deciding which
nominalizations to include in our study. After collecting the data, the examples will be

analyzed accordingly.

When it comes to extracting language patterns in corpus researches, one can choose
from variety of available corpora, such as BNC (The British National Corpus), COCA (The
Corpus of Contemporary American English) or ANC (American National Corpus), but such
corpora are not the only ones that can be used. One can use dictionaries and simple internet
searches, which was also done in our research.

The main source of examples in our study is the British National Corpus. It contains

over 10 million words from a variety of genres (spoken language, fiction, magazines,



newspapers, and academic genre). It was created by Oxford University Press in the 1980s and
due to its representativeness, is most widely used in cognitive linguistics. In gaining our
corpora, we took the following steps:

1. We gained the frequency lists provided by BNC, that is the wordlist with the words ending
in -hood and -ness. In the column 'search' we entered *hood and got a list of a 100 most
frequent words ending in -hood. The same was done for the suffix -ness.

2. After finding the one hundred most frequently used words, we started the research focusing
on those nominalizations that have greater frequency, that is, that appear in the BNC more
than once (for the suffix -hood at least). Also, we were aware of the fact that many examples
will be excluded due to the lack of space or simply, after having completed the analysis,
realizing that the only meaning of the nominalization is the prototypical meaning, so no
important contribution to the research is added.

3. For each nominalization different senses needed to be established. For that purpose, we
used definitions given in the following dictionaries and grammars: Webster's New World
College Dictionary, Oxford Advanced Learner's Dictionary, Longman Dictionary of
Contemporary English, Longman Grammar of Spoken and Written English, Collins
COBUILD English Dictionary for Advanced Learners, Dictionary.com and The Free
Dictionary.

4. We needed to provide example sentences that reflect different senses. In the cases where
BNC did not come up with a satisfying solution, that is, the one needed to show a specific
sense, we used other sources, corpora and dictionaries, that is the above mentioned
dictionaries complemented by other online dictionaries (such as Vocabulary.com' and

Wordnik etc.) and Internet sources. The sources are added after each example.

Having found different senses of the nominalizations and corresponding examples, we
will
1. try to establish the central sense and other, less prototypical senses following the

assumptions of prototype theory,

2. try to explain the motivation for those other, non-central senses through metaphorical and

metonymyic processes and

1 https://www.vocabulary.com/ offers access to numerous literary works and online magazines which were
used as sources for our analysis.



3. finish the analysis by trying to determine the placement of metaphorical and metonymic
processes, that is, to see whether they operate before or after suffixation or simultaneously

with the process of suffixation.

For each suffix we were aimed at finding the prototypical sense and in doing so we
followed the criteria proposed by Tyler and Evans (2003):
1. earliest attested meaning (historically),
2. predominance in the semantic network (for the sense to be central, it is needed to be most
frequently involved or related to other senses),
3. relations to other prepositions (senses that participate in contrast sets are central senses)
4. ease of predicting sense extensions (the central sense is the one from which other senses are
derived and if that sense is easy to predict, it has more probability of being a central one).
Other senses that are extended form the prototypical one are given and motivation for

these extensions is provided.

5. THESIS ORGANIZATION

The thesis is organized as follows: The first part of the thesis will be theoretical and
will shed some light on word formation processes in general, polysemy, metaphor and
metonymy. The second part, the analytical one, will try to check the assumptions of the
theoretical framework and confirm the hypotheses. The theoretical part is organized in the
following sections: Section 6 will give an overview of word formation as part of linguistic
study in English. We will start with the history of research, differences between certain
linguistic approaches and different word formation models. Section 7 will focus on word
formation within cognitive linguistics framework. Section 8 will deal with specific word
formation processes in English such as prefixation, suffixation, compounding and others.
Section 9 deals with nominalization, word formation process of creating nouns. We will give
the brief description of linguistic approaches to nominalization. Section 10 deals with
polysemy in general. We claim that the suffixes in question are polysemous, so it is necessary
to define polysemy and describe it from a cognitive point of view. We will also show how
polysemy also appears in word formation. Section 11 deals with basic assumptions of
cognitive linguistics which serves as a theoretical basis for this thesis. A brief history,

influences, main figures and the most important notions of it will be presented. Then we will



define the notion of 'grammar' and how it can be interpreted from cognitive linguistics'
perspective. We will describe metaphor and metonymy as cognitive processes and show what
makes them so fundamental. The similarities and differences between them will be described,
as well as the way they interact. Their influence on grammatical phenomena will also be
discussed. In this section we will also tackle the blending theory, since it is often closely
related to the theory of conceptual metaphor and metonymy. Section 12 gives the overview of
suffixes -hood and -ness, their meanings (central and non-central) and descriptions available
in the literature. Analytical part starts with the section 13, where we will, based on the corpus,
try to see whether the suffixes display more meanings, determine them and try to establish
what motivates them. Section 14 will deal with the position of metaphorical and metonymic
operations. Section 15 gives an overview of metaphorical and metonymic extensions from the

prototypical sense. We will conclude our investigation with the section 16.

6. WORD FORMATION IN ENGLISH
6.1. General notions

Word formation is, broadly speaking, the study of language concerned with creation of
new words. If we want to define a word, we can say that it is a unit of sounds or written
representation that bears certain meaning. Plag (2003) gives the following properties of

words:

- words are entities having a part of speech specification
- words are syntactic atoms
- words (usually) have one main stress

- words (usually) are indivisible units (no intervening material possible).

Words consist of smaller units called morphemes, which will be defined below.

It has often been debated whether word formation as a discipline is an autonomous one, or if
it should be studied as part of morphology, phonology and syntax on one side and semantics
and pragmatics on the other. It is however agreed on that it is “an interdisciplinary
phenomenon situated between lexicon and grammar” and that it is “the study and description
of the processes and regularities that form new words on the basis of the existing

vocabulary. ” (Miiller et al. 2015: VII).



6.2. Approaches to word-formation

Schmid (2015: 3) mentions three types of approaches in the word-formation field:
word-based, root-based and morpheme-based, depending on what is taken as a basis. In the
word-based approach (word-based hypothesis) words are the bases of complex lexemes.
Compounds are made up of more than one word, and word plus an affix form derivatives with
the help of word formation rules. In the second approach roots or stems are the starting points.
Root or stem is sometimes defined as an element to which we add more material when
forming new words, or an element that remains unchanged before inflectional endings are
added. The morpheme-based approach views morpheme as the basis for complex words.
Morpheme is the smallest meaningful unit. The term was coined by Baudouin de Courtenay in
1972 (1972: 151), who talks about “the unification of the concepts of root, affix, prefix,
ending, and the like under the common term, morpheme.” He defines it “as that part of a word
which is endowed with psychological autonomy and is for the very same reason not further
divisible.” (in Carstairs-McCarthy 2005: 6).

Morphemes can be divided into bound and free. Free morphemes can occur on their
own while bound ones cannot. They can also be lexical or grammatical. Lexical morphemes
carry some semantic context, whereas grammatical ones convey grammatical information.
Free morphemes correspond to simple lexemes (hand), whereas bound grammatical
morphemes usually indicate number, tense or case (eat-s). Lexical morphemes can also be
bound (affixes), in the same fashion that grammatical ones can be free (function words such
as the or of). In the example of nationalized, nation is a free lexical morpheme and a root, -a/
is also a lexical morpheme, but a bound one (derivational suffix). National is the base for
nationalize where -ize is again a bound lexical morpheme (derivational suffix). To the base
nationalize one can add a bound grammatical morpheme -d.

There are two approaches to study word-formation: onomasiological and
semasiological (Stekauer 2005). The semasiological (from Greek séma ‘sign’) approach is
based on a form— meaning direction, in the sense that it investigates which meanings are
associated with a certain morphological structure (word-formation pattern) in a particular
language and it analyses the already existing word-stock. In this kind of approach linguists try
to discover what certain word patterns have in common and therefore try to make some
general remarks on that. The onomasiological (from Greek dnoma ‘name’) approach is based
on a concept/meaning—form direction, that is it investigates which word-formation patterns
can be used to express certain meanings, which is a meaning-oriented approach. The concept

and how it is expressed is in the center of this kind of investigation. Here the speaker's ability



to coin new words is of great importance. The onomasiological research can be diachronic
and synchronic, the former one dealing with change in language of time, the latter with the
current language processes. It can also be empirical and theoretical and they can also be
combined with already mentioned ones: “Empirical onomasiology studies the different ways
of expressing (empirical aspect) a given concept in various languages (synchronic aspect)
and/or the etymology of these expressions and their changes over time (diachronic aspect)”.
(Stekauer 2005: 208). Both semasiological and onomasiological approaches can be included

in language description.

Stekauer (2000) follows onomasiological approach and claims that each naming act is
a way of responding to a demand created by a speech community. Word formation is an

independent component of linguistics, contrasted with a lexical and syntactic component:
EXTRA-LINGUISTIC REALITY
SPEECH COMMUNITY

Conceptual level

v v

Lexical Component Word-formation Component

, , Semantic level
Actual naming units \l/

N\
Y

Affixes
(including all relevant
specifications)

Onomasiological level

Onomatological level

\’

Phonological level

/
Syntactic
Component

Figure 1. Word-Formation Component and its relation to other components

(Stekauer 2005: 213)

When assigning a name to the object, members of the speech community scan the

lexical component and if they found the unit they need, Lexical component can serve as basis



for semantic formation (semantic change). If not, a completely new naming unit is made by
the Word-formation component.

Thus Lexical and Word-formation components 'co-operate': in the Lexicon all naming
units (monemes and complex words, borrowed words, clippings and acronyms) as well as
affixes are stored and lexicon feeds Word-formation component with it. On the other hand,
what is being coined in the Word-formation component, will later be stored in the Lexicon.
This model shows that for giving names to objects, language users are of great importance. In
doing so, they rely on their knowledge, cognitive abilities and experiences and imagination so
it is not a purely linguistic act, but rather a cognitive phenomenon.

There are several levels in the Word-formation component:

1. on the conceptual level the object that is selected by the speech community as the one that
needs to be named is analysed and conceptually categorized in the most general way (place,
time, manner).

2. on the semantic level semantic features or semes are added ([+Material] [+Animate]
[+Human] [Adult] [+Profession] [+Agent]).

3. on the onomasiological level one seme is selected to represent the onomasiological base
denoting a class to which the object belongs (agent, object, instrument) and another one is
selected to function as a mark of the base. The mark can be divided into determining
constituent and the determined constituent.

The determined constituent is always the category of Action (Action proper, Process and
State). Onomasiological structure is formed on this level and it represents the relationship
between the base and the marks. It is “a conceptual-semantic basis for the act of naming. ”
(Stekauer 2005: 216).

4. on the onomatological level morphemes are selected and assigned to semes.

5. on the phonological level the new naming unit is phonologically shaped according to
relevant phonological rules.

All naming units that are formed in the Word-formation component are coined by
productive and regular Word-Formation rules. In the onomasiological theory, word-formation

can be defined as following (Stekauer 2000: 7):

Word-formation deals with productive, regular and predictable onomasiological and
word-formation types producing motivated naming units in response to the naming needs of a
speech community, by making use of word-formation bases of bilateral naming units and

affixes stored in the Lexicon.



6.3. Historical overview of word formation

Historically looking, the interest in word-formation began to increase in the early 20"
century. Adams (1973: 5) sees the reason for this in the fact that at that time de Saussure made
distinction between synchrony and diachrony. Synchronic study is concentrated on the current
state of language and a diachronic one is interested in the language change. De Saussure gave
priority to synchrony. The correct study of the word formation could only be done by
managing these two approaches. Before the midfifties and Chomsky, linguists were mostly
interested in phonology and morphology. It is Chomsky who changed that course when he
took more interest in syntax, but again words-formation was discussed only as a part of either
a morpheme analysis or a sentence analysis.

One of the first scholars to give a comprehensive overview of English word formation
was Hans Marchand in 1969. He followed semasiological approach in his description and
included processes such as compounding, affixation (derivation), conversion, abbreviation,
and blending. His description is important because it is a synchronic one, relying on
diachronic facts about the history of language. According to Marchand word formation deals
with composites only, which can be formally and semantically analyzed. He distinguishes
between two types of words:

1. words formed as combinations of full linguistic signs by means of compounding,
suffixation, prefixation, derivation by zero morpheme, and back derivation and

2. words not formed as combinations of full linguistic signs such as blending, clipping, rime,
expressive symbolism and word manufacturing.

Both groups are similar in the way that words in them are formed by syntagmatic relation
between morphemes. If a form is not analyzable into morphemes, it is called a moneme
(Monday, conceive).

Any word-formation syntagma consists of a determinant (specifier or modifier) and a
determinatum (head). Determinatum can stand in all positions, whereas determinant cannot.
Since all word combinations need to have this determinant/ determinatum relationship, he
introduced 'zero-morpheme' in the word-formation processes such as conversion (father as a
verb is conversed from the noun father). Here zero-morpheme takes over the role of a suffix
in the function of determinatum.

There are two ways of forming new words (Marchand 1967), namely expansion and
derivation. Expansion is based on the formula AB = B (a steamboat is a boat) and here both
determinant and determinatum belong to the same word class and determinant just modifies

the determinatum. There are, however, cases where one word is used in another function, that
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is transposed, and this is called transposition. In the example stone wall, the noun stone
functions as an adjective. Derivation is a subgroup of transposition: a suffix transposes the
base into a different category. This is true of suffixation only, prefixation would be viewed as
expansion. In his later works (as given in Kastovsky 2005), Marchand emphases that word-
formation analyses should include morphological, semantic and grammatical aspects. His
approach is a structuralist one. Structuralism brought many important contributions to the
word-formation. It is 'responsible' for the concepts such as stem morpheme, derivational and
inflectional morpheme, discontinuous morpheme, and free and bound morpheme, concepts
needed for analyzing the word structure.

In generative grammar, word-formation was treated as either part of syntax or
phonology. It was concerned with native speaker's mental representation of grammar and how
it can produce rules for formation of correct utterances. Sentence and its transformations were
studied at large, so different word-formations (nominal compounds) were seen as being
transformed from sentences. In 1960 Lees (1960: 156, in Lieber 2015) observed that all
implicit grammatical relation of the sentence (subject, object) are retained in the derived
compound explicitly:

1. The sheep has a horn. The horn is like a prong. —

2. The sheep has a horn which is like a prong. —

3. The sheep has a horn like a prong. —

4. ... sheep with a horn like a prong ... —

5. ... sheep with a pronghorn ... —

6. ... pronghorn...

However there were cases that required deletion of some material, like verb, in
transformations, so ten years later Chomsky gave another account of word-formation. To him,
all sentences can be transformed into gerunds (refusing, criticizing), but derived nominals
(refusal, criticism) are part of the lexicon. This lexicalist approach was totally different view
on word formation processes, since it treated deverbal adjectives and deadjectival nouns as

part of lexicon.

In 1976 Aronoff published the first monograph on generative morphology, Word-
formation in generative grammar, claiming that word-formation investigation should not be
concentrated on morphemes, since the notion of a morpheme is rather problematic, but rather

on a word itself, so he suggests word-based hypothesis: “All regular word-formation
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processes are word-based. A new word is formed by applying a regular rule to a single already
existing word. Both the new word and the existing one are members of major lexical
categories.” (Aronoff 1976: 21). The reason for this approach is the fact that some English
words like cranberry could not be analyzed as cran + berry, since cran has no meaning and
therefore cannot be counted as a morpheme, but rather words like these exist as such in
lexicon. They are not formed by regular morphological processes, but by word-formation
rules in the lexicon. To him, affixes do not belong to lexicon, they are part of rules. Meanings
of complex words can be seen as the sum of meanings of their parts (happiness: the state of
being happy). Some word formation rules can be totally productive, which is case with
formation of -/y adverbs, and less productive, which is the case with nouns ending in -dom.
There are also some syntactic and semantic restrictions of the rules. For example, new words
are formed from major syntactic categories such as nouns, verbs or adjectives, and never from
articles or prepositions. Semantically, affixes 'select' the base they attach to, which is also the
case with phonology (stress). Generative research on word formation was mostly concentrated
on principles and rules, since word formation must be rule-governed. Language in general is
depicted “as a very rigid and inflexible system consisting of discrete elements that can be
combined according to certain mechanisms.” (Onysko and Michel 2010: 3).

At that time there was a strong distinction between syntax and lexicon: words are
formed presyntactically in the lexicon and syntactic rules cannot affect or operate on words
(this is called The Strong Lexicalist Hypothesis). There is also the Weak Lexicalist Hypothesis
according to which derivational morphology belongs to the lexicon and inflectional
morphology to syntax. In the nineties principles of syntax were applied to word-formation,
especially in the works of Rochelle Lieber who examined phrasal compounds (a [[floor of a
birdcage] taste]) and possessive case ([a friend of mine]’s book) and saw that phrasal
compounds function as words and that the ‘s marking in English is not applied to words only,
but to noun phrases as well. This means that the principles of morphology and syntax are
actually the same. There must be some interaction between syntax and morphology, since
phrasal categories can indeed serve as bases for construction of words. Lieber puts all
morphological processes under syntax, which shows the significant change in the
understanding of word-formation in lexicalist approaches.

In line with generative assumptions, Lipka includes cognitive operations in his study,
claiming that “both semantic transfer and word-formation provide productive patterns for
creating new lexical units.” (1992: 120). To him, semantic transfer includes metaphor and

metonymy, which have long been neglected since they belong to extralinguistic phenomena.
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Word formation and semantic transfer are similar in being characterized by productivity,

degrees of acceptability and the possibility of institutionalization.

6.4. Models in word formation

Sometimes the focus of the study of the word formation can be formal properties,
which is the case with generative grammar. On the other hand, some linguistic approaches are
more focused on the functional properties in word-formation, as cognitive grammar and
construction grammar. Based on the focus of the study, Schmid (2015: 11) posits four
theoretical models:

-rule-based models

-schema-based models
-exemplar-based model and
-exemplar-cum-schema-based models.

Generative approaches are given as an example of the rule-based model due to the fact
that they are aimed at finding general rules that could be applied in word-formation, as well as
type-specific rules that could be applied to new phenomena. They are more focused on the
structure than on the functional aspects and in them there is a clear distinction between
grammar and lexicon.

Schema-based models also try to reach generalizations about word-formation patterns,
but not in the form of rules. Schemas are responsible for productivity and creativity in
language. Schemas are pairings of meaning and form. In schema-based approaches, the more
holistic view is applied, since “linguistic knowledge emerges from the experience of concrete
usage-events in social situations and is subject to the frequencies of occurrence of certain
elements.” (Schmid 2015: 12). Cognitive approaches belong here.

In exemplar-based models linguistic knowledge is not formed in schemas, but in more
complex representations of individual exemplars connected by similarity: new words are

created in analogy to already exiting examples stored in our memory.

Exemplar-cum-schema-based models try to connect the last two models by
acknowledging both schemas and exemplar-based knowledge. Thus new lexemes can be
formed on the basis of schemas, but also by means of formations that appear due to

similarities between stored exemplars.
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7. COGNITIVE APPROACHES TO WORD FORMATION

What differentiates cognitive approaches from the previously mentioned approaches to
word formation is the notion of language and “how language is encapsulated in the mind”
(Onysko and Michel 2010: 5). Language is non-autonoumous, embodied, usage based and
symbolic and this also applies to word formation. One of the premises in cognitive linguistics
is that language is a unification of sound and meaning. “A language enables speakers to
represent their thoughts and intentions by making available to them an inventory of symbolic
associations between units of form (phonological structures) and units of meaning (semantic

structures).” (Taylor 2015: 145). In a cognitive approach to word formation

a word can be described as a symbolic label of mental categories referring to
(in)animate objects, to states, actions, conditions and qualities as they are perceived by and
conventionally construed in the human mind in interaction with the social and natural
environment. According to this definition, words can also label complex mental categories.

(Onysko and Michel 2010: 2).

Words are symbolic units which are bipolar, that is, they consist of a semantic pole (its
meaning) and a phonological pole (its sound). Grammatical units (constructions and
morphemes) are therefore symbolic and basic grammatical categories such as nouns, verbs,
adjectives and adverbs are “maximally schematic at both the semantic and the phonological
poles” (Langacker 2006: 46). For example, a noun is represented by the schema
[[THING]/[X]], or a concept ANIMAL is a schema with different elaborations, such as MAMMAL
or INSECT. What is needed for the description of languages are only these three types of units.
Language, that is both grammar and lexicon which form a continuum, is comprised of and
describable by these three types of units. This assumption is in a clear opposition to the
generative grammar view of autonomy of linguistic levels such as syntax, morphology and
lexicon. In many linguistic descriptions language consists of grammar, producing rules, and
lexicon, providing grammar with elements to use. This is known as a 'building block' model
(Lakoff and Johnson 1980: 202-203, Langacker 1987: 452-457) of language: elements of
lexicon are stored in our memory and they act as bricks, whereas grammar is what builds
larger constructions of these bricks. In cognitive linguistics, however, both grammar (syntax,
morphology and phonology) and lexicon are all comprised of symbolic elements with
different levels of symbolic complexity and phonological and semantic schematicity. For

example, traditionally 'grammatical' elements, such as prepositions (of) are also meaningful.
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Langacker (1999: 74) claims that the meaning of ‘of ' is to profile a relationship between two
entities, so it cannot be marked as 'empty' (a man of integrity).

Therefore we can talk about three types of constructions: phonological, semantic and
symbolic. A phonological form ['b[]:d] is a construction which can be decomposed into ['b]
[[]:] and [d]. A semantic construction [BLACK BIRD] can be analyzed as [BLACK] and [BIRD].
The expression black bird is a symbolic construction made by unification of phonological
structure [blek 'bl1:d] and semantic structure [BLACK BIRD]. Here the notion of symbol is
adopted from Ferdinand de Saussure (1966) and his description of a language as a symbolic
system of signs: linguistic expression (sign) is a mapping between a concept (signified) and
an acoustic signal (signifier), which corresponds to semantic pole and phonological pole. To
Langacker, grammar is a “structured inventory of conventional linguistic units.” (1987: 57). A
unit is a structure that a speaker uses automatically and it is always accessed as a whole. It
becomes entrenched or established due to the frequency of use: if speakers are exposed to the
units repeatedly, the wunits will become more entrenched and conventionalized.
Conventionality or a characteristic of a unit to be shared by the whole community is a matter
of degree: some units are more conventional than the others, which means, shared by the
greater number of speakers. When forming new words, speaker relies on these entrenched
units. Sometimes these well-entrenched units can block the potentially new structures. For
example, the verb fo steal does not have the corresponding noun a stealer since it is blocked
by the already existing and well entrenched a thief. When semantic and phonological pole are
united, we get a symbolic unit. A morpheme is therefore the simplex symbolic unit and when
combined with other morphemes, it produces larger structures. It is simplex because it does

not contain other, smaller subparts.

7.1. On motivation

Whether the production of these larger structures is motivated or not is also of interest
to cognitive linguistics. Motivation in language is something that already Saussure talked
about. His name is often connected to the term 'arbitrariness of a linguistic sign', which means
that there is not direct connection between the sign and the signifier. That is in the direct
opposition to the notion of motivation, which implies notions such as “non-arbitrary
relationships between form and meaning (as opposed to arbitrary relationships), iconicity (as

one type of motivation), and explanation (‘'making sense' through motivation.”). (Radden and
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Panther 2004: 2). Radden and Panther however claim that Saussure was aware of the
limitations this implication has: “motivation, in his view, is a cognitive principle that makes
language meaningful to its speakers and is necessary as a counterbalance to arbitrariness.”

(2004: 1). In traditional word formation theory compositionality principle is applied:

Simple linguistic items (signs, morphemes) are in principle arbitrary/unmotivated with
regard to the relationship between form and meaning (with the exception of onomatopoeia),
while complex linguistic constructions (at whichever level) are in principle relatively
motivated, because they can be interpreted semantically on the basis of the knowledge of the

meanings of their constituents and some general underlying pattern. (Kastovsky 2005: 101).

This was taken from Marchand who viewed morpheme as a combination of meaning
and form. Ullmann (1962, in Lipka 1992) distinguishes between three types of motivation:
phonetic, morphological and semantic. The phonetic one is onomatopoeia, which can be
primary and secondary. A primary one is the case when the word imitates the sound (crack or
plop); a secondary one appears when the referent is nonacoustic and the sounds imitate
dimensions such as size, weight, color or speed. Morphological motivation concerns word

formation and the semantic one includes figures of speech such as metaphor and metonymy.

In 1987 Lakoff claimed that the meanings of compounds are not always the sum of
meanings of the parts, that is, the meaning of the compound cannot always be predicted from
its parts. Here he introduces the term ICM (Idealized Cognitive Model) as a mental
representation of the world based on our knowledge and experience. Each part of a compound
somehow fits into its ICM. In cognitive linguistics, motivation is influenced by cognition.
Radden and Panther (2004: 4) define motivation as follows: “A linguistic sign (target) is
motivated to the extent that some of its properties are shaped by a linguistic or non-linguistic
source and language-independent factors.”

What is meant by target is the form and/or a concept of a linguistic sign, whereas
source is something linguistic or non-linguistic. Cognitive motivation is often exemplified in

compound sentences where we see temporal sequence of events:

She came into the house and locked the door.
Here the cognitive principle of iconicity places events that happened earlier in the first
part of the sentence. The source for the example of bedroom is a linguistic one (from Panther

and Radden 2011), namely bed and room, although this is not enough to conclude that a
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bedroom is a room where people sleep. More non-linguistic factors, such as our knowledge of
the world, need to be included here. We can say that in the case of bedroom, its meaning is not
predictable from its parts, but it is motivated. Non-linguistic factors are language independent,
and they involve general cognitive faculties, such as “inferential abilities, or metaphoric and
metonymic mappings, that are not restricted to language.” (Radden and Panther 2004: 10).
The example for this is a screwdriver, coded differently across languages.? All these names
evoke the same ICM as their meaning: most of them have the screw in it, namely the object
the screwdriver operates on, because it is the salient element of the whole frame and
metonymycally stands for the whole object. Most of them also include the type of action that
is completed by it and suffix -er designating an instrument.

Langacker's view (1987) on compositionality is the same: compositionality can only
be partial since the meanings of components do not totally describe the meaning of the whole,
but rather only motivate the whole.

Going back to units, it is important to emphasize that linguistic units are not randomly
organized, but rather related to each other in three ways (Langacker 1987: 73-75):
symbolization, categorization and composition. Symbolization is a correspondence between a
semantic and phonological pole. A lexical item cat is represented as [[CAT]/[ket]], where
[CAT] is semantic pole and [ket] a phonological pole. The symbolic relation is marked by '/'.
Categorization is the next relationship by which units can be connected. Langacker (1987:
370-373) talks about categorization by prototype and categorization by schema.
Categorization by schema is also known as elaboration, that is a relation between a schema
and its instances. Elaboration is represented as A—B, where “B is fully compatible with A’s
specifications but is characterized with greater precision and detail.” (Langacker 2013: 17).
Schema is a general category containing more specific instances, as in CIRCULAR ENTITY
—CIRCULAR ARENA. This is called full schematicity since all the features of A are preserved in
B.

Categorization by prototype is known as extension and is represented as A ---> B. This
means that B is connected to A “on the basis of an association or perceived similarity.”
(Langacker 2013: 18). A is a prototype and B is an extension from it (CIRCULAR ARENA --->

RECTANGULAR ARENA). Categorizing units form a schematic network and define a schematic

2 The expressions for ‘screwdriver’ are: French tournevis, Korean nasadolige (both ‘turn- screw’), Polish
Srubokret (‘screw-turn’), Dutch schroevendraaier (‘screw-turn-er’), Japanese nejimawashi (screw-turn-
NOM), German Schraubenzieher, Danish skruetrceekker, Hungarian csavarhuzo (all of them ‘screw-pull-er’),
Spanish destornillador (‘de/out-screw-er’), Italian cacciavite (‘stick-in/take-out-screw’), Swedish
skruvmejsel, Finnishruuvimeisseli, ruuvitaltta (all of them ‘screw-chisel’), Chinese /udsidao (‘screw-knife’),
Brazilian Portuguese chave de fenda (‘key of cut). (Panther and Radden 2011: 12).
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plane of relationships. Units can also stand in the relationship of composition or integration.
Two or more semantic, phonological or symbolic structures form structures of greater size.
The symbolic units [[CAT]/[ket]] and [[PL]/[z]] (plural morpheme) are joined in the plural
cats, [[CAT]/[keet]]-[[PL]/[z]]. It is marked by a dash or a line. This kind of integration is a
syntagmatic one (syntagmatic plane).

In cognitive linguistics, all aspects of word formation are meaningful and the
distinction between lexical and grammatical units is not acknowledged. All word formation
'items' can be seen as “encoding extensions, based on category judgments, from a profiled
linguistic unit.” (Ungerer 2007: 652). The constructional schema is the base for all the
processes of word formation and different instantations are extracted from it. Deverbal nouns
in English are formed by the schema [[x]v er|N. Plural noun suffix in English denoting 'a
group of replicate things' is represented by the schema [NOUN-s]. As Tuggy (2005: 235) puts
it, “A schema is a pattern, a rough outline, a coarse-grained, less-fully-specified version of a
concept which the elaborations render, each in a different way, in finer, more elaborate detail.”
When speakers repeat this pairing of a schema with its elaborations often enough, it becomes
entrenched in their mind or 'mental grammar' and conventionalized by usage. We can say that
schemas differ in degree of entrenchment: the symbolic units that are more frequently
encountered are more likely to become entrenched. They also differ in degree of specificity.
Semantic and phonetic units participating in word formation can be either autonomous or
dependent, so that suffixes are phonologically dependent and prefixes are autonomous. They
can be schematic or contentful. Suffixes and prefixes are schematic and express general

notions for their bases (process, agent) which are more contentful.

8. WORD FORMATION PROCESSES IN ENGLISH
We will now give a brief overview of processes for word formation in English
according to Plag (2003). These are:
-derivation
-affixation

-prefixation

-suffixation

- infixation

-non-affixation
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-conversion
-truncation
-blending

- abbreviation

-compounding

8.1. Affixation

In the process of affixation an affix (a bound morpheme) is added to the base. If it
precedes the base it is called prefixation (reorganize, premodify, postmodern). It can also
follow the base, in which case we talk about suffixes (employee, selectivity, adventurousness).
It can sometimes appear within another morpheme, such as bloody in abso-bloody-lutely,
where bloody interrupts the morpheme absolute. Affixes can be of native or non-native origin
(Latin, French, Greek), they can be very or moderately productive, they can attach to native
and non-native bases.

Prefixes can be subdivided into negative, locational, temporal and quantifying (Plag
2003, Lieber 2005, Adams 2014). Negative prefixes are a- (asymmetrical), anti- (anti-war),
un- (uncertain), in- (inability), non- (nonviolent), de- (decontaminate), dis- (dislocate), mis-
(mispronounce). They usually express notions such as 'wrong', 'evil', 'badly' or 'lack of'. The
suffix un- can also have reversative function (undo). Locational prefixes are over- (overcoat),
under- (underarm), out- (outrun), back- (backstroke), down- (downcast), up- (upgrade), off-
(offshoot), fore- (foresee), inter- (intermission), intra- (intramuscular), sub- (submarine),
supra- (supracouncil), trans- (transpolar), circum- (circumnavigate). Apart from their
locative usage, they usually show different senses such as excess (overcharge) or exclusion
(outparty). Temporal suffixes usually mean 'before', 'after' or 'new': pre- (preschool), post-
(postmodern), ex- (ex-president), retro- (retroact), neo- (neoclassical). Quantitative prefixes
quantify over their base words meaning: uni- (unilateral), bi- (bilateral), multi-
(multipurpose), micro- (microwave), macro- (macrobiotic), poly- (polysyllabic), semi-
(semifinal), hyper- (hyperactive).

Suffixes attach to nouns, verbs and adjectives and are often class-changing, so nominal
suffixes are used to form nouns from adjectives or verbs (coverage), verbal ones are used to
form verbs (activate), and so on. Nominal suffixes can produce abstract nouns or personal

nouns. Suffixes which are used to produce abstract nouns denoting actions, results of actions,
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properties or qualities are -al (refusal), -age (leakage), -ance/ -ence (absorbance), -ation
(specialization), -ment (entertainment), -ure (exposure), -cy/ -ce (intimacy), -dom (kingdom), -
ery (bakery), -ful (bootful), -hood (childhood), -ness (happiness), -ing (building), -ism
(comservatism), -ity (curiosity), -ment (involvement) and -ship (membership). They can have
other meanings as well, such as collectivity (brotherhood), theory (Marxism) or area
(neighbourhood).

Personal noun suffixes are -ant (applicant), -ee (employee), -eer (mountaineer), -er
(teacher), -ess (princess), -an (historian), -ist (fantasist) and -ite (Stalinite). Many of them
again exhibit polysemy, so -ant/ -ent can denote agent (servant), instrument (irritant),
experiencer (dependent) or patient (insurant). (Lieber 2005: 404).

Verb-forming suffixes are -ize (legalize), -ate (activate), -en (shorten) and -ify
(personify). They are usually attached to nouns and adjectives.

Adjectives can be formed from nouns by means of the following suffixes: -able
(fashionable), -al (cultural), -ary (legendary), -ed (empty-headed) -esque (picturesque), -ful
(beautiful), -ic (heroic), -ish (childish), -ive (instinctive), -less (homeless), -1y (friendly), -ous
(famous), -some (awesome), and -y (sandy). Verbs can also be used to form adjectives.
Suffixes that participate here are -able (washable), -ive (decorative), -ory (contradictory), -ful
(resentful) and -ing (boring).

Adverbial suffixes are -ly (hardly) and -wise (clockwise).

8.2. Non-affixation
Conversion is a process that changes word class without adding affixes to the base and
is often called zero-derivation.
Nouns can be converted from verbs:
to walk to take a walk
to hug to give a hug
Nouns can be converted into verbs:
the hammer to hammer

the skin to skin

Adjectives can become verbs:
open to open

empty to empty
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Adjectives can become nouns:
poor the poor

rich the rich

It 1s sometimes difficult to determine the directionality of conversion, i.e. whether a
verb is converted from a noun or vice versa. Plag suggests (2003: 106) four criteria for this:
1. historical background - the history of language can often show which category came first.
2. semantic complexity - the converted word is semantically more complex than the word
from which it is derived.
3. inflectional behaviour of converted verbs - if there is irregularly inflected verb form (as in
the verb drink- drank) nouns are derived from verbs (a drink).

4. the frequency of occurrence - base words are used more frequently than the derived words.

In truncation (Liz from Elisabeth, lab from laboratory) there is a lack of phonological
or orthographic material in the derived word. Names are usually truncated to express
familiarity or closeness with the person involved. Clipping is a sub-group of truncation and

includes shortening of words (phone from telephone).

In blending two or more words are combined into one, with prior deletion of material
from source word(s), such as science+ fiction = sci-fi, breakfast + lunch = brunch. Blending is
usually found in the language of science and technology. Plag (2003: 155-156) divides blends
into two subgoups. In the first group are shortened compounds, such as motel (motor + hotel).
The first element modifies the second (a motel is a kind of hotel). The second group includes
cases such as Spanglish (Spanish + English, the combination of the two). So the first element

does not describe the whole blend, but rather shares the meanings of both elements.

A process similar to blending is the one of abbreviation, that is taking initial letters of
multi-word sequences to make up a new word such DC for District of Columbia, or non-
initial letters as in kHz for kilohertz. They are sometimes pronounced as individual letters
(FBA), in which case the form is called initialism, and sometimes as a regular word (NATO,

UNESCO), called acronym. They need not be spelled in capital letters (e.g.).

In the non-affixation group Schmid (2015) adds reduplication, in which a word, a

word-like element or a part of a word are repeated. Sometimes the repeated words are the
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same (hush-hush), sometimes a vowel is changed (hip-hop) and sometimes a consonant

(boogie-woogie).

8.3. Compounding

In compounding two or more words are combined to produce new units, such as
pickpocket (verb + noun), afterbirth (preposition + noun) or stone-deaf (noun + adjective).
Lieber (2005: 375) distinguishes between synthetic compounds and root compounds.
Synthetic compounds are often called verbal or deverbal compounds because the second part
is derived from a verb (truck driver, waste disposal). Root or primary compounds are the ones
in which the second part is not deverbal (dog bowl, blackboard). Since they are complex in
nature, they have a unit which is the most important and it is called the head. The head
determines semantic and syntactic properties of the whole compound. For example, if the
head is a noun, the whole compound is a noun (shop assistant). If the head is of a feminine
gender, so the whole compound is (head waitress) and if the compound appears in plural, it is
the head that is pluralized (refugee camps). This is called right-headedness. The first part is
called the modifier since it modifies the referent of the head (a tree house is a house built on a
tree). The above-mentioned compounds are endocentric or hyponyms of their second stem (a
refugee camp is a kind of a camp for refugees). There are also cases of copulative compounds
in which stems have the equal status (producer-director). In exocentric compounds like
redhead the head does not determine the properties of the compound, it is simply a metonymy
for a person with red hair. These types of 'creative compounds' were long neglected in
linguistic descriptions because of their nature as being exceptional and unanalyzable, but
cognitive research have shown “that such constructions are not only used relatively frequently
in language but can in fact be analyzed remarkably well within a cognitive linguistic
framework, with the help of blending, constructional schemas and construal.” (Benczes 2010:
219). Benczes continues to notice that the difference between endocentric compounds and
metaphor-metonymy based compounds lies in the amount of creativity, since the latter ones
are created by employing a more associative and creative word process. These compounds are
often called bahuvrihi compounds and Barcelona (2011b: 152) gives the following definition:
“Bahuvrihi compounds jointly denote a type of entity via one of the characteristic properties
of that entity.” In these types of compounds metonymy CHARACTERISTIC PROPERTY FOR

CATEGORY is involved, as in fathead. They are called 'possessive’' compounds since the entity
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in question possesses the denoted property (either physical or mental) and can be paraphrased
as such: He has got a fat head. Barcelona further notices that they typically denote people
with body parts as bases (paleface), but can also denote animals (redbreast), plants (longleaf)
and inanimates (greenback). The example of a fathead also contains metaphor-metonymy
interaction: the head metonymically stands for the brain, that is, for intelligence of the whole
person. Fatness is metonymically connected to slow functioning, and so is stupidity. Stupidity
and fatness are therefore metaphorically linked since one belongs to abstract and the other to a
concrete domain, namely via STUPIDITY IS FATNESS metaphor (a metonymy-based one).

What distinguishes compounds from phrases is their inseparability: it is not possible to

add a modifier between the parts of a compound: *truck fast driver.

Lieber (2005: 378) lists following patterns of root compounds:

N N file cabinet, towel rack, catfood, steelmill

N A sky blue, leaf green, stone cold, rock hard

A A icy cold, red hot, green-blue, wide awake
AN hard hat, bluebird, blackboard, poorhouse
AV dry farm, wet sand, double coat, sweet talk
NV handmake, babysit, spoonfeed, machine wash
V N drawbridge, cutpurse, pickpocket, pull toy

V V stir-fry, blow-dry, jump shoot, jump start

with noun + noun combination being the most productive.

Synthetic compounds, on the other hand, can be formed in two ways: compounding
can take place inside derivation so the suffix is attached to already existing compound as in [[

book sell | -er ] or derivation appears inside compounding as in [ book [ sell-er ].

Szymanek (2005) and Adams (2014) add another process of word-formation called
back-formation, exemplified by air-condition (from air-conditioning) and brain-wash (from

brain-washing). They are usually formed form action nominalizations by dropping the suffix -

ing.

What is of interest for this study are nominalizations, that is, nouns derived from other
nouns, adjectives and adverbs by adding suffixes -hood and -ness. We will show that they are

highly polysemous and the notion of polysemy will be dealt with later in the thesis.
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9. ON NOMINALIZATION

Nominalizations have long been the topics of various linguistic studies. The interest in
describing them began to increase along with the interest for word formation. It had different
statuses in different linguistic approaches and we will give a brief account on nominalizations
ranging from transformational-generative linguistics, cognitive grammar, systemic-functional

approaches and cognitive-functional approach.

In transformational-generative linguistics, nominalizations were explained as result of
transformations and were not treated as a part of lexicon. Lees gives an extensive description
in his book The Grammar of English nominalizations from 1960 where he states that noun
phrases are derived from verbs by applying transformations. Scalise and Guevara (2005: 150)
sum up the reasons for this kind of analysis:

1. Nominal compounds are transformed from sentences in which the grammatical relations,
such as subject or object, are implicit in the elements of the compound, are expressed
explicitly.

2. In the cases where the meaning of a compound is ambiguous, it is possible to show that this
ambiguity can be explained by different underlying sentences corresponding to the different
meanings. For instance, the ambiguity of a compound such as snake poison can be explained
in 'grammatical’ terms by deriving this different meanings from (at least) three different
sentences

1. X extracts poison from the snake.

2. The snake has the poison.

3. The poison is for the snake.

3. Transformations can explain different grammatical relations in the 'similar ' (N + N
compounds) such as windmill and flour mill: they are derived from different deep structures:

1. Wind powers the mill.

2. The mill grinds the flour.

As already noted above, this theory requires a great deal of deletion. In the example a
car thief it is necessary to delete the verb steal, assuming the underlying sentence is The thief

steals the car.

Chomsky (1970) takes lexicalist position and claims that only gerundive nominals can
be derived by transformations, whereas derived nominals are part of the lexicon:

1. John criticized the book.
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2. John's criticizing the book. (gerundive nominal)
3. John's criticism of the book. (derived nominal)

He claims that all sentences can be transformed into the corresponding gerundive
nominals and they receive properties of the verb, but cannot have the internal structure of a
noun phrase. They are also semantically regular. On the other hand, derived nominals are
formed in a number of ways without having possibility of predicting their suffix and they

have the internal structure of the noun phrase (determiners, plurals).

A special investigation into nominalizations was made by Langacker (1987, 1991).
Before giving a brief account on nominalizations in his view, it is important to note that
linguistic expressions in cognitive linguistics are divided into nominal predications and
relational predications. Nouns are nominal predications and they designate things, whereas
relational predications are divided into temporal and atemporal relations. Verbs designate
temporal relation (a process). Atemporal relations (states) are static and symbolised by

adjectives, adverbs, prepositions, infinitives and participles.

ENTITIES

THINGS RELATIONS

ATEMPORAL PROCESSES
RELATIONS
STATIVE COMPLEX
RELATIONS ATEMPORAL
RELATIONS

Figure 2. Word classes in cognitive grammar (Langacker 1987: 249)
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Nominal predications profile a region in some domain and are conceptually
autonomous, relational ones always profile relations between those entities upon which they
are conceptually dependent. “One of the basic conceptual distinctions between predicates
(prototypically verbs) and arguments or modifiers (nouns and adjectives), according to
Langacker, is the mode of scanning of the scene.” (Croft and Cruise 2004: 53). Examples

taken from Dirven and Radden exemplify this (2007: 26):

a) The couple next door have adopted a baby.

b) Another couple down the road want to adopt a baby, too.
c) Adopting a baby can be a joyful experience.

d) Older couples cannot apply for the adoption of a baby.

In the example a) we can scan the whole process of adopting a baby in successive
phases and this is called sequential scanning. According to Langacker, in a language all finite

verbs forms are viewed sequentially.

Figure 3. Sequential scanning (Langacker 1987: 144)

Examples b, ¢, and d involve summary scanning: all phases of a situation are activated

simultaneously and situations are seen as timeless.

Figure 4. Summary scanning (Langacker 1987: 144)
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So when the verb (adopt) becomes nominalized (adoption) our mode of scanning
changes. To him, nominalizations are conceptual reifications built with the help of morphemes
that are meaningful. “The conceptual impact of reification is in giving relational concepts the
kind of stable existence that we typically associate with things.” (Radden and Dirven 2007:
79). They give conceptual difference between a thing, a relation, a situation and a reified thing

in the following figure:

things relation state reified thing

R

(a) Bill, Jane (b) be married  (c) Bill and Jane (d) Bill and Jane’s
are married. marriage

D ——

Figure 5. Things, relation, situation (state) and reified thing (Radden and Dirven 2007: 80)

Langacker also states that in cognitive grammar it is irrelevant whether we should
investigate nominalizations as part of lexicon or as part of grammar since such boundaries are
arbitrary. He (1991) analysed nominalizations from three aspects:

-kinds
-periphrasis and
-predictability.

Kinds of nominalizations that are included in his study are:
a) Alternate profiling is the simplest type that shifts the profile of a verb to some nominal
entity that is part of its inherent structure, such as the trajector ® (dancer, cook...), the
landmark (draftee, choice...), an instrument (walker, probe...), a product (painting, mark...)

and setting or location (diner, lounge...).

b) In episodic nominalizations a single episode of the process is profiled by a perfective verb;
take a walk, make a throw, do an imitation, have an argument... All these expressions can
appear as verbs: fo walk, to throw, to imitate, to argue, but with verbs there is sequential

scanning of events, while a nominalization gives a summary scanning of the same event.

3 Trajector and landmark are Langacker's terms used in relational predications for an initiator or a mover
of an action (trajector) and other salient participants (landmark).
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Episodic nominalizations are count nouns since they profile a region containing the states of a
perfective, inherently bounded, process. However, perfective verbs can create mass nouns as

well. In the example

Walking is very good for your health.

no determiner is necessary for the noun walking, it cannot be pluralised and can be used with
quantifiers typically used with mass nouns (a /ot of complaining). Langacker also argues that -
ing nominalizations such as walking and complaining are regarded as an 'abstract substances'
because of their “qualitative uniformity, each consisting of representative internal states
extracted from the same type of process.” (1991: 27). Nouns naming emotive sensations (fear,

anger, hope) and color sensation (yellow) can also be analyzed this way:

There certainly is a lot of yellow in this painting.

I've noticed a lot of fear and anxiety around here.

Here the focus is not on the qualitative domain, but rather on the distribution of the substance

in time and space or across participants involved.
¢) Action or type nominalizations are exemplified in

Zelda's signing of the contract.
Here the preposition 'of' occurs between the nominalized verb and the object, they can have
adjectives as modifiers (Zelda's reluctant signing of the contract.), but cannot be used with an
auxiliary verb. They can also be used with definite article (the signing of the contract). They
apply to a verb stem (e.g. sign) and the derived noun can act as any other noun as a nominal
head. Their focus is on the event as a physical activity.

d) Factive or gerundive nominalization is used without the preposition 'of':

Zelda's signing the contract.
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They appear with adverbs, rather than adjectives (Zelda's reluctantly signing the contract),
with non-modal auxiliaries, but not with the definite article. Unlike action nominalizations,
they have an internal structure of a clause and apply to more complex stems such as sign the
contract, reluctantly sign the contract or have signed the contract. Not only the verb, but the

whole structure is nominalized.

Langacker proposes an analysis which he bases on functional properties of the
nominalized structure. He first argues that, based on the semantic function, nominals and
finite clauses show parallels, that is the relationship between a simple noun and a full nominal
is analogous to the one between the verb stem and a finite clause. Just as the simple noun
specifies a type, verb stem specifies a process type. Full nominal designates a grounded
instance of that type, which in turn is expressed by finite clause for the verb stem. There are at
least three levels of organization of a finite clause: verb stem, finite clause as a whole and an
intermediate level which profiles an ungrounded instance. Each level indicates a process and
can be nominalized. Action nominalization is derived from the process type (when only verb
stem is nominalized), factive nominalization from the ungrounded instance of the type (it is
semantically and structurally between a simple verb stem and a finite clause) and a that-clause
nominal from the grounded type. This last is a complex noun that can function as a subject or

an object of another clause:

That Zelda signed the contract is simple false.

As far as the periphrasis goes, he compared a finite clause to the corresponding action
nominalization, turning down previously established accounts made by generative

grammarians, and these are ones of syntactic transformations. In the example

Zelda's signing of the contract.

morphemes ‘s and of have a special meaning and their function is periphrastic: in the process
of nominalization, subject and object of the verb can no longer be specified as such, but are

specified indirectly as complements of the relational predications 's and of.

Productivity and regularity of nominalizations were long thought to belong to the area
of lexicon, but the distinction between syntax and lexicon is meaningless in cognitive

grammar.
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Systematic-functional approach to nominalizations in English was carried out by
Halliday (1994: 343-353). According to Halliday (1994: 352), nominalization is “the single
most powerful resource for creating grammatical metaphor.” Grammatical metaphor here
implies that processes (verbs) and properties (adjectives) are metaphorically seen as nouns. A
nominalized structure like the cast's brilliant acting is a metaphorical way of expressing the

clause The cast acted brilliantly. (Halliday and Matthiessen 1999: 229).

Grammatical metaphor can thus create “the expansion of the meaning potential”
(Halliday and Mathiessen 2014: 699). Nominalization is a clause that is rankshifted to a
phrase level. When mentioning the term 'grammatical metaphor' it is important to note that
this term differs form the term 'metaphor' as used in Cognitive Linguistics' theory of metaphor

and metonymy. The examples

John must have left.

[ think John has already left.
are considered grammatical metaphor in systematic-functional approach because “the modal
meaning is realized outside the clause.” (Taverniers 2004: 9). In cognitive linguistics,
metaphors need to have correspondences between a target and a source domain and therefore,

the above sentences would not be treated as metaphors.

In functional grammar, where grammar is not seen as a set of rules for the production
of grammatically correct sentences, but rather as a set of strategies used to produce coherent
communication, nominalization can be either a syntactic or a lexical process. A syntactic one
“is the process via which a prototypical verbal clause, either a complete one (including the
subject) or a verb phrase (excluding the subject), is converted into a noun phrase.” (Givon
1993: 287). A lexical one, one the other hand, is “a process whereby a verb or adjective is
converted into a noun.” (Givon 1993: 287).

In the process of nominalization, it is necessary to adjust clause elements from the
finite clause to the non-finite or less finite one. The adjustments are:

-verb becomes the head noun of the nominalization,

-verb no longer has its inflections such as tense-aspect-modality, but rather acquires
determiners and modifiers like nouns do,

-case marking of the subject and direct object is modified toward genitive case and

-adverbs of the finite clause are converted into adjectives.
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Givon discusses the finiteness scale for nominal forms of English verbs. At the top of
the scale is the finite verb form (She knew him), followed by the perfect participle and
progressive participle (Having known him, Knowing him). After that infinitives follow: to
infinitive (7o know him) and -ing infinitive (Her knowing him). Lexical nominalizations are at

the bottom of the scale (Her knowledge of him).

Heyvaert (2003a) is a discussion of nominalizations from a cognitive-functional point
of view. She focuses on deverbal -er nominalization, that-clauses and -ing clauses and claims
that nominalization processes are functional in nature: they adopt not only external nominal
functions, but internal as well. For example, a teacher (as an example of -er nominalization)
corresponds to the external argument of the verb feach (a person who teaches). This is not the
case with nominalizations such as a stroller (a small chair on wheels used to push babies) or a
walker (a device that helps babies learn to walk), since they do not profile the agent (external
argument of the verb), but rather some kind of a participant (instruments in the given cases) or
a location connected to the base verb. To her “Each nominalization should be viewed as the
metaphorical counterpart of not one congruent agnate, but of a network of agnate structures,
clausal and other.” (2003b: 67). The term ‘agnate’ refers to constructions with the same

content, but of different lexical realizations. For example, nominalizations

Sam's washing of the windows.
and

Sam's washing the windows.

are said to agnate with the same full clause Sam washed the windows., but their grammatico-
semantic features differ. The analysis of nominalizations should be focused on the way they

integrate both nominal and clausal categories.

Comrie and Thomson (2007) categorize nominalization into two groups:
1. name of the activity or state designated by the verb or adjective. These nominalizations
retain properties of their bases. The examples are create —-creation, quiet —quietness. They

can denote the fact, the act, the quality or occurrence of the verb or an adjective.

2. name of an argument. They can be further divided into agentive (sing —singer),

instrumental (mow —mower), manner (walk —walking), locative (examples from other
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languages), objective (to drink — drink) and reason nouns (examples from other languages).
They retain only morphological and semantic relations to their bases.

They also claim that English, in comparison to other languages, does show some
degree of predictability of nominalization processes. For example, any polysyllabic verb that
ends in -ate will form nominalization with the suffix -ion (create — creation) and any
adjective ending in -able or -ible will take -ify to form nouns (respectable —respectability).

But still there is a great deal of irregularity in processes of creating new nouns.

Dixon (2005: 6) in his Semantic Approach to English Grammar emphases that the

importance of investigating meaning:

As language is used, meaning is both the beginning and the end point. A speaker has
some message in mind, and then chooses words with suitable meanings and puts them
together in appropriate grammatical constructions; all these have established phonetic forms,
which motivate how one speaks. A listener will receive the sound waves, decode them, and-if

the act of communication is successful-understand the speaker’s message.

He investigated the relationship between nominalizations and possession as in

John laughed noisily. John's noisy laugh.

since possession can denote anything from ownership, kin relation, inalienable part or an
attribute of a possessor to merely something associated with the possessor.
The focus of his study are deverbal nominalizations (2005: 322-323) and they can
describe:
1. a unit of activity, as shout in Mary s loud shout frightened the sheep.
2. an activity, as shouting in Mary's loud shouting wakened me up.
3. a state, as dislike in John's active dislike of porridge puzzled Aunt Maud.
4. a property, as resemblance in Marys close resemblance to her grandmother was
commented on.
5. aresult, as arrangement in The arrangement of flowers adorned the coffee table.
6. an object, as converts (those who are converted), payment (that which is paid).
7. the locus of an activity, as trap, entry.

8. a volitional agent, as killer, organizer.
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9. an instrument or material used in the activity, as mower (machine used to mow with),

swimmers (garment to wear when swimming).

It is evident from these few analyses of nominalizations that their description as either

a lexical or syntactic phenomena depends mostly on the concept of language that one adopts.

10. POLYSEMY

Polysemy is a property of words to have more than one meaning and it is phenomenon
that has been of interest to many linguists and psychologists. The term polysemy has been
introduced to modern linguistics by Michel Bréal (1924 [1897]) who used the term
‘polysémie’ to describe single word forms with several different meanings (in Nerlich and
Clarke 2003: 4). For Bréal, words can change their meanings through use, but the new
meanings do not automatically delete the old ones: both meanings are parallel in usage, so
polysemy is the result of the semantic innovation. He observed that, synchronically, polysemy
is not an issue, since different contexts determine different meanings. We are able to
understand a polysemous word because words are always used in a certain context that
eliminates all the other meanings not relevant at a certain point.

It is also necessary to distinguish between homonymy and polysemy, the former being
the property of words to have unrelated meanings, as in bank of a river or a bank as financial
institution. These two meanings are not connected and are stored in our memory as two
separated lexemes. In polysemy, however, different meanings of the same word forms are
related and the problem of relatedness has been a main concern of many linguistic studies.
There is usually a prototypical or salient meaning and other meanings that are the
manifestation of the central meaning and are conceptually connected with it, such as nose
(‘facial organ', 'sense of smell' and 'attribute of a wine'). Dictionaries also make this distinction
by giving homonymous senses separate main headings, that is, they are treated as separate
words that have the same spelling. Related senses of a polysemic word are given under the
same heading and are treated as different meanings of the same word. Lipka (1992) mentions
three criteria usually employed in linguistic researches:

1. etymology
2. formal identity or distinctness and

3. close semantic relatedness.
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Lipka does not consider etymology as a valid criterion in a synchronic study since
speakers do not own this kind of knowledge and because many words that have the same
origin are different today. The criterion of formal identity includes words with meanings that
are not related, as in a bat (an animal or a stick used in baseball). Close semantic relatedness
includes cases of 1) semantic inclusion or hyponymy and 2) semantic transfer, that is,
metaphor and metonymy. Terms like lexical units and lexemes also need to be understood
here and Lipka uses Cruse's definitions (1986: 76-77): a lexeme is a family of lexical units
whereas a lexical unit is the union of a lexical form and a single sense. Thus a lexeme fox is a
polysemous one with following lexical units as meanings: a wild animal, a person as crafty as
a fox and fur of fox.

Tuggy (2006: 168) uses the terms ambiguity and vagueness to explain distinct
meanings on the one hand and united subcases of a more general meaning on the other. He
uses the example of a bank for ambiguity and an aunt for vagueness: an aunt can be both
mother's and father's sister, but the common meaning is a parent's sister. Vagueness exists as
‘indeterminacy of meaning', where the same lexical item can express different senses in
describing different things, but also in describing the same thing. The adjective good is used
here to as an example of being able to express different senses for different things (as in a
good knife/football player/ weather) but also different senses for describing the same thing
(e.g. good in a good job could explain that someone's salary is good, that the job is
interesting, or provides one with respectable position in society.) There are also examples of
vagueness due to 'lack of specification': the terms such as teacher, cousin, neighbor, are vague

or unspecified when it comes to their gender. (Kempson 1977: 125).

Tuggy mentions several tests discussed in literature to distinguish between vagueness
and ambiguity:
1. a 'logical' test proposed by Quine in 1960 (2013), according to which an item is ambiguous
if it can be both true and false at the same time (X and not X). The sentence I have an aunt
can be true for someone whose father has a sister, but at the same time whose mother hasn't
got one.
2. a 'definitional’ test (adopted from Aristoteles) decides on ambiguity of a lexical item if it
has more meanings in its definition.
3. a 'linguistic test' is based on the formula “X does/did Z and so does/did Y”. If Z as done by
X and Z as done by Y can be given “crossed” readings without the semantic oddness known

as zeugma, the meaning of Z is taken to be vague; if zeugma results, Z is ambiguous. When
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we say I have an aunt [father’s sister] and so does Bill [have an aunt (mother’s sister)] and if
it indicates that the meanings are taken to be the same, then aunt is vague.

He agrees with Geeraerts (1993) in claiming that these three tests do not always
succeed in giving a true criterion for distinguishing ambiguity from vagueness, but rather that
boundaries between these categories are often blurred. To Tuggy polysemy is somewhere in
between and to decide whether the senses of a word are related or not, it is necessary to take
context and diachronic change into consideration.

Similar tests are also mentioned in Lipka (1992) and taken from Kastovsky (1982, in
Lipka 1992): words are homonyms if 1) their meaning belong to different lexical fields, 2)
they belong to different word formation families and 3) their coordination is impossible. This
again goes to show that the boundaries between polysemy and homonymy are not as firm as it
has long been considered and that we should treat them as “two end-points of a scale with a

continuum in between.” (Lipka 1992: 139).

Weinreich (1964) makes a distinction between contrastive and complementary
ambiguity. A contrastive ambiguity is traditionally known as homonymy, whereas
complementary one is what has been called polysemy. What has been problematic in
linguistic theory is the notion of relatedness between meanings and how this relatedness can

be explained.

Polysemy itself has been neglected among the generative-transformational linguistics
since the focus was mainly on syntax, but it has become a widely discussed phenomenon in
cognitive linguistics where it has gained the status of not only linguistic, but cognitive
phenomenon, too. Cognitive linguists are particularly interested in why and how polysemy
occurs and what cognitive mechanisms are responsible for it. Words in cognitive linguistics
are seen as conceptual categories that resemble non-linguistic categories in many ways. They
are a category with a prototype and other members. Different cognitive operations we use

every day are also responsible for the multiple meanings of words.

In recent years there have been many successful attempts to show that polysemy of the
words is metonymyically and metaphorically motivated. So in order to understand polysemy,

it is important to understand how metonymy and metaphor work.
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10.1. Polysemy in cognitive linguistics

In cognitive linguistics, the word itself with its network of polysemous senses came to
be regarded as a category in which the senses of the word (i.e. the members of the category)
are related to each other by means of general cognitive principles such as metaphor,
metonymy, generalization, specialization, and image-schema transformations. (Nerlich and

Clarke 2003: 5).

The development of cognitive linguistics brought many interesting investigations into
polysemy. Brugman and Lakoff studied the prepositional polysemy of over (1988; first
discussed by Brugman alone) the central meaning of which is above. Here are only some of
the examples:

a. The bird flew over the house. (‘above and across’)

b. The painting is over the couch. (‘above’)

c. The truck ran over the rabbit. (‘across’)

d. Sarah lives over the hill. (‘on the other side’)

e. Mary nailed a board over the hole in the ceiling. (‘covering’)
f. I will read the papers over the weekend. (‘temporal’)

g. John has a strange power over Mary. (‘control’)

They claim that different senses of over (covering, repetition, control) are all related
and organized around a central sense or a prototypical sense and thus form a radial category.
They also show typicality effects: some are closer to the central meaning which means they
are more similar to it and some are on the periphery. Those that are peripheral are arrived at
by the means of cognitive principles for meaning extension, namely metaphor and metonymy.
For example, the control sense is explained by metaphor CONTROL IS UP, LACK OF CONTROL
IS DOWN.

The central claim of their investigation is that radial categories are stored as such in
the long-term semantic memory of speakers and that different senses of a polysemous words
are conventionalized, rather than generated from the central sense. The approach that the full
range of senses is stored in our memory is termed full-specification approach (Evans and
Green 2006: 333). This this kind of systematic polysemy is persuasive in language. What has
been criticized about this approach is the inability to distinguish which senses are part of the
word's meaning and which of them are arrived at 'on-line', that is a result of the context. Thus
polysemy can be defined as a semantic network of a single lexical item that has multiple

related senses.
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Tyler and Evans (2003) accept the view that many senses of over constitute a
motivated semantic network that is organized around a central sense or a protoscene, but they
also try to establish whether a particular sense of a word can be accounted as a distinct sense,
but also to establish the central sense, since semanticists have not always agreed about the
central senses of categories. They also investigate prepositional polysemy on the example of
over. The term they use is principled polysemy approach to lexical semantics, the goal of
which is to establish which meanings are stored in the memory and which are construed 'on-
line', that is in a given situation. The reason why prepositions are often studied in cognitive
linguistics researches is that they are clear examples of embodiment: meaning is grounded in
our bodily experience. Since prepositions express spatial relations they are also often used to
express abstract senses. In determining whether a particular sense of a preposition counts as a
distinct, they propose two criteria (summarized by Evans and Green 2006: 343):

A sense is distinct if (i) it involves non-spatial meaning and/or a spatial configuration
between the trajector (TR) and the landmark (LM) which is distinct from that found in the
word’s protoscene (i.e. the primary sense of the word, represented in terms of an idealized
spatio-functional configuration); and (ii) there are instances of the sense that are context-
independent, that is, which cannot be inferred from another sense and the context in which it
occurs.

In the examples

The hummingbird is hovering over the flower.

The helicopter is hovering over the city.

over designated a spatial relation in which a trajector (TR (the hummingbird or the
helicopter)) is higher than the landmark (LM (the flower or the city) so it is not polysemous
according to the first criterion since it does not express any other non-spatial relations. In the

example

Joan nailed a board over the hole in the ceiling.

there is a non-spatial aspect and that is the one of 'covering' or 'obscuring' since the TR (the
board) obscures the LM (the ceiling). This could be a case of polysemy based on the first
criterion. When it comes to the second criterion of context-dependency, they claim that the
obscuring sense of over cannot be derived from the context, that is, our knowledge of over

having the above sense does not allow us to infer the covering sense. In the last example the

37



spatial relationship between the TR and the LM is one that would normally be expressed by
below (The board is below the hole in the ceiling.) and therefore the 'covering' meaning must
be stored as a conventional sense, which means it is an instance of polysemy.

Tyler and Evans (2003: 45-50) also suggest criteria for establishing the central sense of
prepositions and these are:

1. earliest attested meaning (to them, the central sense of over is ABOVE, which is historically
attested),

2. predominance in the semantic network (for the sense to be central, it is needed to be most
frequently involved or related to other senses),

3. relations to other prepositions (senses that participate in contrast sets are central senses,
such as ABOVE, OVER, UNDER and BELOW),

4. ease of predicting sense extensions (the central sense is the one from which other senses are
derived and if that sense is easy to predict, it has more probability of being a central one).

Based on these criteria, they identify the ABOVE sense (a spatial relation in which the
TR is higher than but within potential contact of the LM) as central or proto-scene and they
add 14 more senses that are based on the protoscene. They are contextually specified and
depend on our experience and knowledge of the world. They are created 'on-line' at the
moment of speaking and listening.

We have stated above that polysemy can be explained through metaphor and
metonymy, and this is not only the case with prepositions. For example, Booij (2005) uses the
simple example of the noun /ead as a polysemous noun with systematically related meanings
derived by means of metaphor (head as a leader- head governs the body in the literal sense
just as it can govern the organization or a country in the metaphorical sense) and metonymy
(head stands for the person, as in dinner at 20 dollars a head).

In this chapter we have tried to show that polysemy is a phenomenon present in all
areas of language production. Our next focus will be the polysemy found among English

suffixes.

10.2. Polysemy of (English) suffixes
We have already stated that in cognitive linguistics the boundaries between grammar
and lexicon are pretty unstable and blurred, which leads to the conclusion that word-formation

cannot be studied from either grammatical or lexical point of view alone. Phenomena of
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word-formation are, as Brdar and Brdar-Szab6 put it, “in grammar with one foot, but in
lexicon with the other.” (2013: 42). Many word-formation processes exhibit polysemy, which
can be explained through various cognitive processes. The focus here is the polysemy in
derivation, more precisely, suffixation and how it can be explained.

English suffixes are highly polysemous and exhibit different senses. We will start with
a brief overview of the polysemy of the word sleeper to show how many different meanings

this suffix can create when combined with the base s/eep:

1. a person who sleeps in a particular way (usually used with adjectives): I'm a very light
sleeper and I can hardly get any sleep at all. (CCED)

2. a person who is asleep: Only the snores of the sleepers broke the silence of the house.
(OED)

3. a sleeping car: Luxury for first class travellers: a sleeping car attendant delivers hot water
bottles on the London-to-Inverness Express, January 1935. (BNC)

4. a train with beds for its passengers: The overnight sleeper to Edinburgh, popular with
honeymoon couples, was a sedate and leisurely way to travel. (BNC)

5. a tie supporting a railroad track: What is the usual length of a standard gauge wooden
sleeper? (BNC)

6. an unexpected achiever of success (as a book, a film, a horse in a race etc): The winner was
a true sleeper- no one expected him to get it. (VCB)

7. a piece of furniture that can be opened up into a bed: The comfortable Couch Sleeper is a
product that has a very playful character, but also refers to the human need of warmness and
feeling of security. (http://www.annelorenz.com/index.php?/produkte/dress-2/)

8. a spy: If its group in the Maghreb has sleeper cells in France, now is the time they may be
activated. (DCT)

9. a kind of pajamas for infants and young children that enclose the feet: We have a lot more
sleepers than "outfits" and I'm trying to figure out if the sleepers are more like baby pajamas
or if they end up wearing them all day. (http://boards.hellobee.com)

10. a bed for babies and small children, usually portable: Designed to be easily portable for
on-the-go convenience, you can also use the sleeper in the crib to help ease baby's transition

from your bed when hes ready to leave your nest. (https://www.toysrus.com)

Suffixes have been discussed from the generative point of view, as well as from the

cognitive and functionalist one. When dealing with affix polysemy, it is necessary to approach
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two problems, as Brdar and Brdar-Szabo (2014) put it. One of them is the 'basicness' of
affixes, if we assume that there is a concrete meaning from which other meanings are derived
at or extended from. The second problem is the motivation of these extensions and how they
can be explained. That is exactly what we are going to try establish here and hope to come to

a conclusion in favor of metaphor and metonymy.

One of the most frequently described suffixes in literature is the suffix -er. Lieber and
Booij (2004) have summarized the following meanings of -er nominalizations:

a) subject oriented

base theta-role of subject derived noun
write agent writer

open instrument opener

hear experiencer hearer

please stimulus pleaser

b) object-oriented

base thematic role derived noun
fry patient/ theme fryer

dine location diner

stroll means stroller

The base can also be non-verbal:

base base category derived noun
London noun Londoner
five measure fiver

first grade phrase first grader

These different meanings of the given suffix are usually given in other descriptions,

where the authors try to explain the motivation for polysemy.

Lieber (2005) mentions two studies of this suffix, namely the one from 1992 made by
Rappaport Hovav and Levin and a similar one made by Booij in 1986 (analysis of Dutch
facts). She claims that the mentioned authors explain the behaviour of this suffix by the
argument structure of the verb: the suffix takes on the thematic role an external argument can

carry. “-er nominals are only derived from verbs that have external arguments, and they
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always refer to the external argument.” (Levin and Rappaport 1988: 1068). This means that -
er nominals can also denote instruments, but only if the instrument can occupy the position of
the external argument of the verb (Doug opened the can with the new gadget / The new gadget
opened the can / the opener). Some -er forms are derived from middle constructions, namely

the patient roles (sinker- This ship sinks easily.).

Booij (2005: 221) uses the term 'the domain shift' to explain the polysemy: “one may
go from one semantic domain to another, related one, and thus derive new interpretations”.
Domain shifts can be either metaphorical (where the notion of AGENT is transferred into
immaterial things that can perform a particular task since they are perceived of as agents, as in
mower) or metonymic (where the domain of person is shifted into domain of location, as in
diner). He further claims that these domain shifts appear cross-linguistically, due to the fact
that these domain shift chains are cognitive in nature. He gives here the example of the Dutch
sender (zender) with three meanings: a personal agent, a radio or a TV channel and a
transmitter. It is possible to activate an agentive reading, if the established one is the

instrumental meaning (as in opener, 2005: 222).

Ryder (1999) also describes this suffix, but her account is a semantic one. She follows
the assumptions of cognitive grammar and proposes an event schema that is provided by the
base: “An event schema is a cognitive knowledge structure made up of components with
specified relations to each other.” (Ryder 1999: 277). In an event schema, not only verbs, but
nouns and other parts of speech can be participants in an event. She suggest that -er suffixes
most likely produce agent nouns, less likely instruments and agents, due to pragmatic
constraints: salience (“the degree to which something is noticeable in comparison with its
surroundings”) and its identifiability ( “the extent to which a participant is readily identifiable
by mention of the event alone™) (1999: 285), therefore agents are more salient than patients,

patients are more salient than instruments etc.

There are also restrictions on the base concepts of -er derivatives (in Ungerer 2007:
663):
1. Bases must have few, preferably only a single event schema (a condition most easily met
by action verbs).
2. Event schemas must be capable of being applied to durative and habitual actions.
3. Events schemas must be specific (e.g., supported by verbs describing specific actions or

nouns and adjectives providing a specific context).

41



4. Event schemas must be highly entrenched.

Barker's 1998 study of -ee nominals is also semantically oriented. Syntactically
looking, nouns ending in -ee can denote the direct object associated with the verb (employee),
the indirect object (addressee), the object of a governed preposition (laughee), the subject
(escapee), a referent with no argument relation to the verb (amputee), and in a small group the
base can be even nominal (festschriftee). Barker gives semantic unification of these meanings
with three semantic restrictions: 1) the referent of the -ee noun must be sentient, 2) the
referent must have participated in an event of the type corresponding to the base, and 3) the

referent must lack volitional control over the event.

Lieber (2004) investigated the polysemy of suffixes -er, -ee, -ant/ -ent and -ist. She
wanted to test why -er and -ant/ -ist suffixes most frequently denote either agents (writer,
servant) or instruments (opener, irritant) and almost never patient or process. Her hypothesis
(following Booij and Lieber 2004) is that suffixes always carry certain unitary meanings since
many of the derivatives do not necessarily have verbal base to be used as an explanation for
the meaning of the suffix (Londoner). In order to properly explain the meaning of suffixes,

she uses the notion of 'skeleton' of semantic features for each suffix:

...affixes, like simplex lexical items, can have skeletons, and the semantic part of
derivation involves adding the affixal skeleton as an outer layer to the skeleton of the base,
thereby subordinating that skeleton. Affixal skeletons will consist of functions and arguments,
just as simplex lexical skeletons do, and indeed of exactly the same atomic material that
makes up simplex lexical skeletons. I assume, in other words, that affixes have actual

semantic content. (Lieber 2004: 36).

She makes a list of basic semantic categories for derivational affixes:
Basic categories for derivational affixes:
[+dynamic] creating SIMPLE ACTIVITIES
[~dynamic] creating STATES
[+dynamic, +IEPS]* creating UNACCUSATIVES/INCHOATIVES
[+dynamic, -IEPS] creating MANNER OF MOTION

bipartite creating CAUSATIVES

4  +/-1EPS stands for 'Inferable Eventual Position or State' designating PLACE or STATE.
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[+material] creating simple, concrete SUBSTANCES/THINGS/ESSENCES
[-material] creating simple, abstract SUBSTANCES/THINGS/ESSENCES
[+material, dynamic] creating concrete processual SUBSTANCES/THINGS/ESSENCES
[

—material, dynamic] creating abstract processual SUBSTANCES/THINGS/ESSENCES

Lieber further claims that the suffixes in question all contribute to their basis the same
way: they all produce dynamic, material, concrete processual nouns. It is not sufficient to
claim that they produce instruments or agents or patient, but having the difference of their
bases in mind, they all add certain semantic contents that instruments, agents or patients have
in common. This affixal skeleton is, of course, applicable to other suffixes, as well. The
suffixes we investigate, -hood and -ness, produce abstract [-material] nouns. She also
mentions meaning extension found in the -ery and -age nouns. These nouns typically denote
collectives (jewelry, baggage), place (brewery, orphanage) but nouns in -ery can also denote
behaviour characteristic of (snobbery), meaning that this affix can produce both concrete and
abstract nouns at the same time. Moreover, she claims that these affixes have central meaning,
the one of 'collectivity' whereas the 'place meaning' is a result of paradigmatic extension. This
is a phenomenon that appears under pragmatic pressure, when there is no existing affix
available in language to express what is intended. If that is the case, speakers usually use an
explanation of the word or apply semantically closest productive affix. Paradigmatic
extension was first proposed in Booij and Lieber (2004) to explain cases such as loaner or
keeper since there is no affix in English to capture the meaning ‘thing which one Xes'.

Lieber (2004: 149) emphasises the collective reading of -ery and -age and adding them
to the bases like jewel or peasant they change the quantificational class of these nouns. Nouns
meaning 'behaviour' or 'condition' (snobbery, brigandage)

are formed on a particular type of nominal base — names for types of people, often
derogatory ones — and if we assume further that those base nouns come to be construed
metonymically. In other words, the “behaviour” reading is a natural sense extension from the

“collective” reading.

Here the base snob metonymically stands for the type of behaviour typical of snobs
and adding -ery to the base adds the collective meaning of 'all the things that snobs do'. She
notices that the sense extension commonly goes from the place meaning to collective meaning
(Lieber 2004, 2005), where names of places usually stand for collectivity of people living

there (in Seattle voted Democratic the place name Seattle means all the people in Seattle who
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voted) but that this extension can go in opposite direction: a piggery is a place where a
collectivity of pigs is gathered. This is the extension from collective meaning to place

meaning.

In dealing with semantic change in word-formation, Rainer (2005b) investigates -itis
suffix, claiming that the literal use of the suffix is found in the language of medicine, such as
appendicitis (inflammation of appendix) where it designates a disease connected to N. There
is, however, a figurative use of the suffix in telephonitis, meaning excessive fondness for
telephoning, where fondness is a kind of a figurative disease. This is enabled by the use of a
metaphor EXCESSIVE TENDENCY IS A DISEASE that is applied on the whole pattern: base +
suffix (2005b: 432). The word formation process that is influenced by metaphor and
metonymy is labeled 'approximation' by Rainer (2005b: 431): “a process of word formation
where the relation between a pattern of word formation and a neologism formed according to
it is not one to one, but mediated by metaphor and metonymy”. He distinguishes between
approximation at the base level and approximation at the pattern level, which depends on
whether metaphors and metonymies operate on the base only or on the whole pattern.
Approximation at the pattern level was exemplified by -itis formations and for approximation
at the base level he gives Spanish examples for metonymies on the base (tabaquera, 'tobacco
tin', the base designated the thing contained in it), but for metaphors as well. Suffix -uno was
used in Spanish to form adjectives from animal nouns (caballuno, 'horse like', from caballo
'horse'), but can also be found with human nouns in derogatory sense (frailuno, 'monkish’,

from fraile 'monk') via HUMANS ARE ANIMALS metaphor.

The investigation into English suffixes in cognitive linguistics was also made by
Panther and Thornburg (2003, 2004), who investigated -er nominalizations, Heyvaert (2003a)
who included the same suffix into her study from the functionalist view, Imamovi¢ (2006a,
2006b, 2011), who studied -ion nominalizations, Radden (2005), who described the suffix -
able and many more.

Panther and Thornburg claim that the polysemy of the suffix -er can be explained
through personification and reification metaphor and many metonymic mappings. Following
prototype theory, sufffix -er has a central sense of “a human Agent who performs an action or
engages in an activity to the degree that doing so defines a primary occupation” (2003: 285)

such as a teacher, a baker, a manager. They need not have verbal base, as in hatter or Wall
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Streeter, the base of which has to be metonymically interpreted via PARTICIPANT FOR ACTION

/ACTIVITY metonymy:

Wall Streeter
‘person professionally employed on Wall Street’

[AcTIVITY (financial)]
[INSTITUTION (financial)]

[place] [professional human agent]
Wall Street -er

Figure 6. Metonymic extension of the base in Wall Streeter (Panther and Thornburg 2003:
288)

Personification metaphor NON-HUMANS ARE HUMANS is found in the examples
containing animals and plants (retriever, late bloomer) and innanimate objects (skyscraper).
EVENTS ARE OBJECTS metaphors help us view events as Agents (thriller) or Causers
(laughter). All this shows that suffixes are able to “metaphorically and metonymically extend

their meanings”. (Panther and Thornburg 2003: 315).

Heyvaert (2003a) points out that -er nominalizations started as agentive nouns, but can
no longer be studied as such, since there is an increase in number of those that are non-

agentive (e.g. bestseller) and now profile subjects (The book sells well.).

Imamovi¢ claims that the central meaning of -ion nominalization is the action of V +
ing, other senses are metonymically and metaphorically derived and can denote people
(administration), physical objects (declaration), countries (confederation), events
(justification), settings (reception) and others. She concludes her study by claiming that “the
polysemy of nominalizations is not arbitrary, but largely motivated by metaphorical and

metonymic processes.” (Imamovi¢ 2006b: 239).
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Radden (2005) claims that the central meaning of the suffix -able is 'can be VERB-ed'
as in a movable piano (a piano that can be moved). Movability is thus an inherent property.
There are extensions from this prototypical sense in the example of drinkable water, which is
water that is safe for humans to drink. The inherent property (of an object) is extended to
more specialized meaning of 'inherent property (of an object) for humans' via GENERIC FOR
SPECIFIC metonymy. Other metonymies that operate on this suffix are EFFECT FOR CAUSE in
the lovable child (a certain, inherent property of a child makes people love it), remarkable
woman (an inherent property makes people react in a certain way towards the woman) and
considerable (an inherent property makes it worth considering it), EXPRESSION OF
EVALUATION FOR EVALUATION (also in remarkable), OUTSTANDING PROPERTY FOR LARGE
AMOUNT (in considerable meaning 'a large amount') and SCALE FOR UPPER END OF THE

SCALE (sizable meaning 'fairly large").

Polysemy of English agent nouns was already investigated by Dressler (1986) within
the framework of Natural Morphology. It is a theory in which the main function of word
formation is to enrich the lexicon. Inflectional morphology, on the other hand, has the role of
fulfilling syntactic functions. Together they need to motivate derived words. To Dressler,
agent nouns are motivated if they are coined by means of word formation. They are also
polysemous, expressing of course agent, but also instrument, locative, source, animal and
plant names, impersonal agents and recipients, and “the conceptual basis of this polysemy

seems to lie in metonymy.” (1986: 526).

Semantic extension based on conceptual contiguity from an agentive to instrumental
or locative uses of -er, as the previously mentioned investigations show, is strongly opposed
by Rainer (2011, 2014) in the study of the usages of Latin -for in Romance languages such as
French, Spanish and Italian, and Luschiitzky and Rainer (2013), who concentrated on
instrument and place nouns. The authors want to challenge the above mentioned studies in
arguing against meaning extensions. Rainer claims that “the main factors involved were again
borrowing, phonological merger, ellipsis and, above all, the concretization of action nouns.
No evidence for a direct sense extension from agent to instrument or instrument to place has

been found.” (2014: 352).

Janda's 2011 article Metonymy in word formation aims at giving a cognitive

description of word classes. She focuses on semantic relationships between the source word
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as a vehicle and a derived word as a target with a suffix bearing “the context for the
metonymy”. (2011: 388). For example, Russian parkoviste ‘parking-lot’ is derived from

parkovat ‘park’ via ACTION FOR LOCATION metonymy.

Metonymy in word-formation was also studied by Brdar and Brdar-Szabo (2013,
2014) who are very critical of Janda's claims about metonymy in word formation, claiming
that it leads to metonymy being “theoretically and descriptively useless: if every contiguous
or associative relationship in grammar is a priori metonymic, it is trivial to qualify anything as
metonymic as it does not add anything to our knowledge, i.e. our understanding of language. ”
(2014: 323). The authors are interested in the placement of metonymic shift, that it, whether it
precedes or follows word-formation, since it does not arise in the course of derivation. As an
evidence of metonymic shift that operates on the output of word-formation process, the
authors give the examples where Croatian suffixes such as -ina, -etina and -evina/-ovina,

denoting 'meat of X' are, produce nouns that serve as metonymies:

... da, narucio sam puretinu,... i uzivao u svakom zalogaju...

...yes, I ordered turkey... and loved every single bite...

Here, puretina as 'the turkey meat' metonymically stands for the dish prepared by this same
kind of meat.

Not only sufffixations, but compounds can also include metonymic shift. Thus the
compound blood-pressure can mean 'the pressure on the walls of blood vessels', but also 'the
process of measuring one' as well as 'readings of blood pressure' (which can therefore be

pluralized).

Sometimes metonymy operates on the base of a word-formation process, as the
previously mentioned example of -er suffixation in Wall Streeter and compound nouns with
camp (concentration camp)’ show, to name just a few examples, but also on the element that
precedes the base, as in English intensifying compound adjectives such as steaming mad,
chilling cold or dripping wet. All these -ing elements somehow show symptoms or qualities of
the base, or to be precise, they are connected by EFFECT FOR CAUSE metonymy. Brdar and
Brdar-Szab¢ (2013: 53-54) address another issue here, and that is the fact that many of these -

5 The base camp already has the meaning ‘quarters for the accommodation of detained or interned persons’, so
the meaning of the whole compound 'concentration camp' is not metonymically derived in the course of
compounding.
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ing adjectives already denote within themselves what is denoted by the base, so that -ing
adjective raving denotes the same as the combination raving mad, the result of which is a
kind of a reduplication. Authors suggest two metonymies here: the first one operates on the
modifying adjective before composition and another one creates intensifying effect, namely
THE WHOLE SCALE FOR THE UPPER END OF THE SCALE, a metonymy commonly found in

reduplications.

In studying the polysemy of Brazilian Portugese agent nouns, Basilio (2009)
emphasizes the importance of ICMs in giving 'metonymic' explanations for polysemy. It is
insufficient to describe the formation NOUN (X) + SUFFIX as merely someone or something
characterized by X, but in order to have something that serves as a reference point to
something else, we need to have a context. Thus the word pintor 'painter' can have two ICMs:

one of house maintenance and the other of artistic work.

Metaphor and metonymy are therefore cognitive processes that can be used to explain
polysemy. As Croft puts it, “Metaphor and metonymy are two types of extensions of word

meaning; they represent different uses of a particular word.” (2006: 277).

Lakoff and Johnson state that “the conceptual metaphor explains the systematicity of
the polysemy, and correspondingly, the systematic polysemy provides evidence for the

existence of the metaphor. ” (2003: 247).

Metaphor and metonymy allow us to give the existing language units new meanings in
two ways: “...there is a meaningful difference between metaphor and metonymy as two ways
of construing new concepts from old concepts, being based on similarity, ...being based on
contiguity” (Bartsch 2003: 73). We will deal with the notions of similaritiy and contiguity
later in the paper.

To conclude, affixes in general are very similar to 'regular' lexical items since they can
exhibit polysemy. Each affix has a central meaning, and other meanings are arrived at by the

means of metaphor and metonymy.
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11. COGNITIVE LINGUISTICS IN GENERAL

Cognitive Linguistics as the study of language originates from the 1970s due to the
dissatisfaction with the formal approaches to language. Language was long described as
autonomous ability, totally independent from other abilities and determined by a set of innate
rules or 'universal grammar'. One of major objections to this is that language is not an
autonomous cognitive faculty, but rather connected with our other abilities, both cognitive and

non-cognitive ones, and therefore has to be studied as such. This means that

the representation of linguistic knowledge is essentially the same as the representation
of other conceptual structures, and that the processes in which that knowledge is used are not
fundamentally different from cognitive abilities that human beings use outside the domain of

language. (Croft and Cruse 2004: 2).

The structure of language is tightly connected to how we conceptualize the world, that
is, it is determined by our basic cognitive processes. This is true for grammar as well. The
formulation Grammar is conceptualization was coined by one of the most prominent figures
in Cognitive Linguistics, Ronald Langacker and means that grammatical structures of

language are directly associated with the way people conceptualize the world.

Another important proposition is that language reflects our experience as human
beings. Human beings, or speakers, are at the center of communication and it is our
perception that determines the choice of certain utterances. We can 'frame' situations in

different ways, according to our viewpoint:

a. Timmy is in front of the tree.

b. Timmy is behind the tree.

The differences between these sentences lie in the position of the speaker: how he
perceives the reality is of the importance for the correct interpretation of the sentence. On this
example it is evident that conceptual structure is embodied: the nature of conceptual
organization is the outcome of our bodily functioning and experience.

Cognitive linguistics also stresses that knowledge of a language emerges from
language use, that is, we learn a language just as we learn anything else. This is a direct
opposition to Chomskyan view of language learning where children are equipped with certain

rules that help them learn a language properly. Grammar is described as usage-based:
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language acquisition is connected with language use and there is no clear division between
competence and performance. When a child learns a language, it does not simply activate the
rules from Universal Grammar, but rather relies on already established and wused
constructions. Usage-based models of grammar will be approached later in the thesis.

In their study cognitive linguists apply two commitments: the ‘Generalization

Commitment’ and the ‘Cognitive Commitment' (Lakoff 1990). The ‘Generalization
Commitment’ is a commitment of cognitive linguists to search for general principles that are
responsible for all aspects of human language. It is the task of the linguists to search for these
general principles in all areas of linguistic description: phonology, semantics, pragmatics,
morphology and syntax. In cognitive approaches to languages these aspects of language are
not distinct, since they all share the same cognitive principles.
The 'Cognitive Commitment' represents the view that language and linguistic organization
should reflect general cognitive principles found not only in language, but general ones found
in other cognitive sciences. All human beings share some common cognitive abilities used to
construe meaning. We will turn to them a bit later.

Cognitive Linguistics is, however, not a unitary language theory, but rather comprised
of many approaches that complement one another and each of these has something specific as
its focus. There are 12 general streams in the CL enterprise (Geeraerts 2006: 2) and these are
Cognitive Grammar, grammatical construal, radial network, prototype theory, schematic
network, conceptual metaphor, image schema, metonymy, mental spaces, frame semantics,
construction grammar, and usage-based linguistics. They are all, however, led by the three
general principles mentioned above. What all these approaches have in common is their study
of not just the language, but of the human mind, too, since language reflects cognitive
processes. They are all interested in how human mind conceptualizes the reality, that is, how
it construes the meaning.

Meaning is the focus in all these approaches and it is embodied and encyclopedic - we
arrive at constructing and understanding it through our interaction with the world and by
applying what we already know about the world around us. Lakoff (1987: 12) explains

conceptual embodiment as

The idea that the properties of certain categories are a consequence of the nature of
human biological capacities and of the experience of functioning in a physical and social
environment. It is contrasted with the idea that concepts exist independent of the bodily nature

of any thinking beings and independent of their experience.

50



Our construal of reality is closely connected with our bodily functioning. When saying
that meaning is embodied, it means that it reflects our experiences as human beings, or as
Rohrer (2007: 27) puts it: “Human physical, cognitive, and social embodiment ground our
conceptual and linguistic systems.” It also means that meaning is encyclopedic, since we
humans are not merely biological beings, but also have social and cultural identity, which we
apply to meaning construction. In constructing and decoding the meaning we apply what we
already know about the world around us. That is why meaning in non-autonomous, but rather
rooted in our experience.

Our knowledge of the world is not just 'out-there' but rather organized in certain
domains and frames, which are based on our experience and rooted in our culture. The
organization of our knowledge is guided by some general cognitive processes, which shows
that language is a cognitive ability. Croft and Cruse (2004: 46) have made a list of construal
operations used for construing meaning. These are attention/ salience, judgement/
comparison, perspective/ situatedness and constitution/ gestalt. Attention and salience are
connected to human ability to focus on some parts that are relevant in a given situation and to
ignore the ones that are not so important. In language this is called profiling (Langacker 1987:
183-189). Every concept, semantic structure or predication has a profile and a base. The
profile of a predication is the concept it designates. The base (or scope of predication) is the
whole cognitive scenario evoked by a term. Judgment and comparison are processes through
which we bring certain things together to compare them. To Langacker (1987: 101)
“Fundamental to cognitive processing and the structuring of experience is our ability to
compare events and register any contrast or discrepancy between them.” Croft and Cruse
include categorization, metaphor and figure/ ground here since these are the processes where
we compare new experiences to already present ones. Categorization and metaphor will be
dealt with later since they are of a greater importance to this thesis. Perspective and
situatedness enable speaker to place himself in a given speech situation based on viewpoint,
deixis and subjectivity. In communication, we as human beings are always in a particular
location and based on our position, we judge the situation. As speakers, we use elements that
are dependent on us spatially (here, there) and temporally (today, tomorrow). Subjectivity
refers to how one construes a scene that includes himself/ herself. Constitution and gestalt
“represent the conceptualization of the very structure of the entities in a scene.” (Croft and
Cruse 2006: 63). Gestalt psychologists were the first to notice that there are certain principles
that enable us to view bounded objects in an unbounded mass of sensations. They include

image schemas (representations of embodied experience) such as containers or surfaces.
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Cognitive linguists try to show that all these 'psychological' phenomena are reflected in
language as well.

We will now briefly outline basic assumptions shared by the previously mentioned
approaches in Cognitive Linguistics, with the special focus on the Theory of conceptual
metaphor and metonymy and Cognitive Grammar since they are of the great importance for

this work.

11.1. Prototype theory

We classify concepts into categories according to their similarities or purposes.
Cognitive linguistics states that, unlike in the Aristotelian view, these categories are not
clearly bounded, but rather they have blurry edges: some members of the category share
commonalities with members of the different category, their meanings overlap, there are
degrees of membership, some members are better representatives of the category than others.
Categories have their internal structure with a central member or a prototype and extensions
from the prototype or radial categories. The origins of prototype theory can be found in the
works of Wittgenstein (1958), who was one of the first to challenge what is known about
categories until then. In his research he asked his subjects to give the necessary conditions for
the category GAME and concluded that neither suggestion (having rules, has winners and
losers, involves some kid of a physical activity) can be said to be exclusive or necessary, that
means not all features can be found in all games. He proposed the notion of family
resemblance: members of a family belong to one because they have some similarities they
share, but not all members of the family share all the properties. Prototype theory was further
developed by Eleonor Rosch and her associates and it later influenced many other cognitive
scientists. It is important because it has brought new insights into how humans structure the
world. Most concepts are structured in terms of 'prototypes'. For some concepts to belong to a
certain category there are some conditions that have to be fulfilled. Let us take the example
usually given in cognitive linguistics theory: a robin is a member of the category BIRD
because it satisfies a large number of the features needed to belong to this category, e.g. ‘has
wings’, ‘flies’, ‘nests in trees’, ‘sings’, etc. (and hence is a typical instance of the category or
a 'better' example of it). A peacock is a less typical instance of this category, but having
enough features, still belongs to it. So category membership is a matter of degree. Rosch and
her coworkers have seen that categories can occur at different levels of inclusiveness (as

discussed in Croft and Cruse 2004: 83):
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animal- dog- retriever

furniture- chair- rocking chair.

What is in bold is a basic or generic level and this level has a special status and
importance. Two further levels are superordinate level (animal, furniture) and subordinate
level (retriever, rocking chair). Their researches have shown that the basic level:

-is the most inclusive level at which there are characteristic patterns of behavioural
interaction. For example, if one was asked to mime how they behave with an animal or what
they do with furniture, it would not be as simple as to mime how they behave with a dog, a cat
(you can pet them, feed them...), or a chair (you can sit on it, move it).

-is the most inclusive level for which a clear visual image can be formed (a single mental
image can represent the whole category). It is easier to image a dog than an animal.

-is the level used for everyday reference, as in answers to the questions: What is this?

-is the level that is first named and understood by children and it is the first level to enter the
lexicon of a language. Names of basic level categories are morphologically simple. Most of
our knowledge is organized at this level around part-whole division.

Prototype theory was further developed in Lakoftf's works (1980, 1987). He uses the
term 'a radial category' for a conceptual category in which the range of concepts is organized
relative to a central or prototypical concept: more prototypical senses are closer to the center,
while less prototypical are further form the prototype. Members of linguistic categories show
prototype effects or asymmetries within categories on all levels of linguistic description:
phonological, morphological, syntactic and semantic. Words and their meanings are therefore
conceptual categories and they are organized in the same way as other, non-linguistic
categories.

To Lakoff, categorization is “a matter of both human experience and imagination- of
perception, motor activity, and culture on the one hand, and of metaphor, metonymy, and
mental imagery on the other.” (Lakoff 1987: 8) and language makes use of categorization
mechanisms. Categorization is the way we perceive the world around us and “There is
nothing more basic than categorization to our thought, perception, action, and speech.”
(Lakoft 1987: 5). Categorization is what makes us human because we use it for all our
activities: we categorize both concrete and abstract things (relationships, actions, events and
emotions) and we do it automatically and unconsciously. Lakoff states that categories relate to
idealized cognitive models or ICMs. They are mental representations of the world. “They are

‘idealized’ because they abstract across a range of experiences rather than representing

53



specific instances of a given experience.” (Evans and Green 2006: 270). ICMs provide us with
background knowledge we use when decoding the meaning, we use it for understanding and
reasoning.

Each ICM structures a mental space, “a small conceptual packet constructed as we
think and talk, for purposes of local understanding and action.” (Fauconnier and Turner 2002:
40). “A mental space is a medium for conceptualization and thought. Thus any fixed or
ongoing state of affairs as we conceptualize it is represented by a mental space.” (Lakoff
1987: 281). They include our immediate reality, past or future situations, hypothetical
situations and fictional situations.

ICMs are conceptualizations of experience that often does not match the reality. The
most cited example in cognitive linguistics literature is the one of 'a bachelor’. When defining
the word 'bachelor' we use an ICM in which there is a society with marriage and marriable
age. A bachelor is an unmarried adult man. This works in most cases, but there are some cases
in which we simply cannot describe a bachelor as an unmarried adult male, e.g. Is a Pope a
bachelor? He is male, adult and unmarried but nobody thinks of him as one. Or an adult man
that lives with his girlfriend or boyfriend? The answer again is no. The thing is that the
concept of BACHELOR can be profiled against a frame (explained below) that cannot fit all
real-life situations. The ICMs for ADULT, UNMARRIED and MALE need to include much more
information than is usually associated with those labels, such as living arrangements,
relationships to parents, occupational activity, a life history sequence and sexual orientation.

Lakoff describes the ICM for 'mother' as having a cluster of several different ICMs or
a cluster of models (Lakoff 1987: 74-76):

BIRTH MODEL: the person giving birth is the mother

GENETIC MODEL: the female who contributed the genetic material is the mother

NURTURANCE MODEL: the female adult who nurtures and raises a child is the mother of that
child

MARITAL MODEL: the wife of the father is the mother

GENEALOGICAL MODEL: the closest female ancestor is the mother.

Mother is a concept based on a more complex model or the combination of different
models.

Prototypically all models are applied, but not always: a stepmother fits a nurturance
and marital model, but not the others; a birth mother fits only the birth model; an unwed
mother fits all of them except a marital model. Fillmore's example is 'breakfast' (in Croft and

Cruse 2004: 31), the frame of which is a cycle of meals. A breakfast is a meal eaten early in
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the day, after waking up and usually has a unique content. We are all familiar with the cases
where you can eat early in the morning after a sleepless night or being in a restaurant that
serves breakfast all day. So ICMs are connected to prototype effects in a way that they enable
us to see a member of a category as a better or not so good example of it. If we go back to the
example of mother we know that there are many woman who have decided (or it happened
spontaneously) not to pursue a career or give up on one to stay at home and take care of the
kids, house, family. These housewife-mothers are still considered (at least in our culture) as
better examples of mothers than working mothers, which yields stereotypes. Social
stereotypes may change over time and are usually conscious. This protoype effects are not due
to the clustering of models, but are based on metonymy: a subcategory a housewife-mother
stands for the whole category. So 'mother' can have two kinds of models:

-a cluster model

-a stereotypical or metonymic model in which the house-wife mother stands for the category
as a whole with regard to social expectations. The category 'mother' is a radial category or
structure because it is organized in a such a way to have a central case and variations or
extensions.

Apart from housewife-mother stereotypes, there are other metonymic models that can
create protoype effects and these are typical examples, ideals, paragons, generators,
submodels and salient examples (Lakoff 1987: 86-90). Typical examples are common
examples of the category, as in Robins and sparows are typical birds. Based on them we make
inferences about non-typical examples. Ideals are comprised of good qualities, so we can have
successful, good and strong marriages as ideals. Paragons are usages of personal names to
stand for certain qualities (another Babe Ruth). Generators appear within a generative
category as its central members. This category has one generator plus some general rules
(natural numbers). Members of submodels serve as reference points in reasoning, especially
when it comes to sizes and distances. Salient examples emerge when we use something
familiar and close to us to make inferences about more general or not so familiar instances.

There are four types of different ICMs (Ruiz de Mendoza 1997: 281): propositional
(sets of predicate-argument relationships or 'frames'), metaphoric (mappings or sets of
correspondences across conceptual domains), metonymic (mappings within a single domain)
and image-schematic (abstract spatial concepts). Lakoff (1987) describes five of them
(propositional, image-schematic, metaphoric, metonymic and symbolic). The notion of
propositional ICM is something that Fillmore terms 'a frame'. Charles Fillmore is the father of

frame semantics, an approach we will describe in the next section.
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11.2. Frame semantics

By the term ‘frame’ I have in mind any system of concepts related in such a way that
to understand any one of them you have to understand the whole structure in which it fits;
when one of the things in such a structure is introduced into a text, or into a conversation, all

of the others are automatically made available. (Fillmore 2006: 373).

It is represented at the conceptual level and stored in our long term memory.
According to Fillmore, the meaning associated with a particular word cannot be understood
unless the associated frames are taken into account. He claims that frames always appear in a
certain motivating context and explains it by the example of weekend. This word means what
it means if we have a seven-day cycle in mind, with working days from Monday to Friday.
Fillmore bases his theory in Gestalt psychology and adopts the terms figure and ground to
differentiate between the concept and the background frame. The specific meaning of a lexical
item is represented by the figure and complex knowledge structure that helps us understand it
is designated by the ground. Figure/ ground distinction correlates with profile/ base. So in
order to understand a concept, we need to understand it against a certain frame. Frame
semantics describes, like other cognitive approaches to language, meaning as encyclopedic
since we cannot understand concept without understanding their underlying knowledge
structures. Langacker uses the term 'domain' to describe this knowledge structures and that is

the topic of the next section.

11.3. Theory of domains and image-schemas

“Domains are necessarily cognitive entities: mental experiences, representational
spaces, concepts, or conceptual complexes.” (Langacker 1987: 147). Langacker also bases his
theory of domains on the assumption that meaning is encyclopedic and that it cannot be
understood without taking into account the encyclopedic knowledge associated with it. For
example, in order to understand the 'sunny' in /¢ is sunny, one needs to place this word in the
domain of TEMPERATURE. Langacker distinguishes between basic domains and abstract
domains. Basic domains are rooted in directly embodied human experience. These are SPACE,
MATERIAL, TIME, FORCE, COLOR, HARDNESS, LOUDNESS, HUNGER, PAIN, etc. Nonbasic domains
are abstract domains, that is “any concept or conceptual complex that functions as a domain

for the definition of a higher-order concept ”(Langacker 1987: 150), is called an abstract
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domain. Abstract domains are the ones, according to Lakoff and Turner (1989: 94) that lack
'images', like death, thought, living etc.

Image schemas are presented by Lakoff (1987), Lakoff and Turner (1989) and Johnson
(1990). They are representations of specific, embodied experiences. They are schematic since
they represent schematic patterns that arise from our everyday bodily experience. They are
also inherently meaningful because they derive from our interaction with the world, that is,
our sensory-perceptual experience. Some of the most important ones are BALANCE,
VERTICALITY, CENTER/ PERIPHERY, RESISTANCE, LINKAGE AND CONTAINER. For example, our
daily experience with containers helps us use expressions with in or out, such as to be in love,
to get in trouble or get out of one. We are normally not aware of them since they are created
early in life, before the emergence of language.

One concept can be profiled in several different domains, the combination of which is
called domain matrix. Domains are any sorts of conceptualizations needed to characterize
semantic structures or predications in Langacker's terms. Domains also defer in the degree of
dimensionality. Time and temperature have one dimension, space contains two and three
dimensions. Domains can also be bounded or unbounded with respect to their dimensions.
TEMPERATURE is bounded since we can perceive only one range of it; TIME on the other hand
is unbounded, and so is SPACE. Further division of domains is into configurational and
locational. TEMPERATURE, for example, is a locational domain since they it occupies a
location on a one-dimensional scale. Configurational domain is for example SPACE. “All of
the above cognitive semantic structures — encyclopedic definitions, central vs. peripheral
knowledge, profile and base, basic and abstract domains — are necessary for the definition of a

single meaning of a word.” (Langacker 1987: 164, fn. 12, in Croft 2006: 277).

11.4. Cognitive approaches to grammar

What differs cognitive linguistics from previously established approaches to language
is the way it treats grammar. Grammar is to cognitive linguists also part of human cognition
and “it reflects and presents generalizations about phenomena in the world as its speakers
experience them.” (Radden and Dirven 2007: XI). The grammar of a language does not only
imply all the grammatical rules needed to convey the message correctly, it also includes the
lexical categories. According to the founder of the cognitive studies of grammar, Ronald

Langacker,

57



lexicon, morphology, and syntax form a continuum of symbolic units, divided only
arbitrarily into separate components; it is ultimately as pointless to analyze grammatical units
without reference to their semantic value as to write a dictionary which omits the meanings of

its lexical items. (2006: 29).

There is no distinction between syntax and lexicon, since grammatical units are
inherently meaningful and therefore lexicon and grammar form a continuum.

In cognitive grammar, meaning is associated with conceptualization, that is, our ability
to construe the same situation in alternate ways (Langacker 2009: 6). Langacker uses the term
'focal adjustment' (1987) because the speaker adjusts the focus on a particular aspect of a
scene and thus uses certain expressions to construe it. These are similar to construal
operations mentioned above, with some differences. He distinguishes three parameters to

describe focal adjustments and these are (1) selection; (2) perspective; and (3) abstraction.

Selection is speaker's ability to choose some aspects of a scene and ignore the others.
In order to understand what a word profiles or designates, one must understand its base, that is
all the background knowledge associated with it. For example, the expression elbow is
profiled within the larger structure ARM, which is its base. The base represents the full scope
of predication, from which a certain structure within the base is selected. Scope of predication
is that what is of the importance in the base to identify the profile. For example, to understand

the concept 'niece' one needs to have in mind kinship system, but not all of it. In the examples

a. I live close to school.

b. Easter is close.

c. Me and my brother are very close.
different domains are activated, namely those of space, time and emotion. Within the same
domain, expressions can defer in scale. Langacker (1987: 118) exemplifies this in the

following sentences that are of the domain of SPACE:

a. The two galaxies are very close to one another.
b. San Jose is close to Berkeley.
c. The sulphur and oxygen atoms are quite close to one another in this type of

molecule.
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The expression close can mean different distances: from the one between galaxies or the

distance between the subparts of a single molecule.

Perspective is the position from which a situation is viewed. Here Langacker (1987:
120) distinguishes between figure/ ground alignment, viewpoint, deixis and subjectivity/
objectivity. To Langacker, and in cognitive linguistics in general, figure/ ground organization
is one of the most prevalent ones in language, so that grammatical functions subject and
object are also results of perspective. The specific meaning of a lexical item is represented by
the figure and complex knowledge structure that helps us understand it is designated by the
ground. Langacker uses the terms trajector (TR), which corresponds to the figure and
landmark (LM), corresponding to the ground: a trajector is primary focal participant, the one
that stands out, or the subject; a landmark is a secondary focal participant or other salient
entities. Trajector is typically capable of motion (but need not be) and landmark is usually the
entity trajector moves across. Sometimes expressions have the same conceptual base and

designate the same relation, as in before and after (temporal relation).

(a) before (b) after

Im

' '

Figure 7. The same relationship with the semantic contrast (Langacker 2008: 72)

They defer in the fact that event 1 can be seen either as trajector or landmark, that is if it

happens before or after the second event:

1. The other guests all left before we arrived.
2. We arrived after the other guests all left.

Under viewpoint Langacker mentions vantage point and orientation. Vantage point is a

position from which a situation is viewed illustrated by

Come up into the attic!

Go up into the attic!
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which means speaker has different locations. Orientation is defined by humans' upright
position and therefore relates to vertical dimension. Deixis is the usage of certain elements to
put the speaker into certain space and time dimensions (here, there, now, tomorrow). Vantage
point is closely related to subjectivity or objectivity and that is connected to how a speaker

views a scene that includes himself/ herself:

Don't lie to your mother! [said by mother to a child]

means that the speaker views the scene more objectively than in

Don't lie to me!

Abstraction, as Langacker sees it, is connected to schematicity or 'level of specificity’
found in both lexical and grammatical structures. “By specificity (or conversely, schematicity)
I mean the level of precision and detail at which a situation is characterized.” (Langacker
2009: 6). According to the context, the same predication can be expressed with less or more
details. Human ability to generalize or extract schemas is one of the most fundamental.
Schemas are always connected to their elaborations, which provide more information than

contained in the schema.

Along with the symbolic thesis of the language, there is another important assumption
of cognitive linguistics and that is the usage-based model of language. The knowledge of a
language (or mental grammar) is usage-based: the knowledge of a language emerges from
language use. A speaker can choose from different constructions to say what he intends. This
usage-based approach links language competence and performance. Usage-based also means
that language acquisition is enabled by the actual language use, not Universal Grammar. Since
units of language are shared by a community of people, they are conventionalized. Some units
are more entrenched than the others, that is, used more frequently and by the greater amount

of speakers and the most entrenched linguistic units shape the language system.

Cognitive grammar belongs to the construction models of grammar because of its
emphasis of the symbolic character of a linguistic sign and the emphasis on constructions.
Construction grammars (lower case) branch into several directions, each of them retaining the

common assumption of construction as pairing of a meaning and sound. These are Cognitive
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Grammar, Construction Grammar and Radical Construction Grammar (in capitals). Langacker

(2005: 102) sums up the basic ideas behind all three frameworks as follows:

(1) Constructions (rather than 'rules') are the primary objects of description.

(i1) The frameworks are non-derivational ('monostratal').

(i11)) Lexicon and grammar are not distinct components, but form a continuum of
constructions.

(iv) Constructions are form-meaning pairings (‘assemblies of symbolic structures').

(v) Information structure is recognized as one facet of constructional meanings.

(vi) Constructions are linked in networks of inheritance (‘categorization').

(vii) Regularities (rules, patterns) take the form of constructions that are schematic relative to
instantiating expressions.

(viii) Apart from degree of specificity/schematicity, expressions and the patterns they
instantiate have the same basic character.

(ix) Linguistic knowledge comprises vast numbers of constructions, a large proportion of
which are 'idiosyncratic' in relation to 'normal’, productive grammatical patterns.

(x) A framework that accommodates idiosyncratic constructions will easily accommodate

'regular’ patterns as a special case (but not conversely).
(xi) Well- formedness is a matter of simultaneous constraint satisfaction.

(xi1) Composition is effected by 'unification” (“integration').

Monostratal models of grammar involve only one level of syntactic representation in
which words are not combined into phrases and sentences with the help of rules, as it is the
case with transformational grammars, where a speaker's knowledge of grammar is organized
into separately divided modules: phonological, semantic and syntactic. All these components

are connected by linking rules:

phonological component

syntactic component

semantic component

lekicon

Figure 8. Organization of grammatical knowledge in the sorts of syntactic theories prevalent

from the 1960s to the 1980s ( Croft and Cruise 2004: 227)
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In constructional approaches syntactic patterns are represented as constructions that
contain not only 'grammatical' information, but also also information about morphology,
semantics and pragmatics. This means that grammatical constructions can be meaningful

regardless of the words they are made up of:

phonological component

syntactic component

semantic component

leixicgn
donsfruchionk

Figure 9. Organization of grammatical knowledge in construction grammars (Croft and Cruise

2004: 247)

Evans and Green (2006) put cognitive grammar and constructional approaches to
grammar under the broader notion, namely Inventory based approaches to grammar. They
classify it separately due to many differences between them, one of the most important being
the emphasis of cognitive grammar on cognitive mechanisms and construal factors that are at

play in grammar.

Inventory-based approaches to
grammar
The study of the system of symbolic
units that comprise language

Cognitive Grammar Constructional
The study of cognitive approaches
principles and to grammar
mechanisms that The study of language
structure and give rise as a structured
to the units of language inventory of units

Figure 10. Inventory-based approaches to grammar (Evans and Green 2006: 482)
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Cognitive Grammar differs, however, from Construction and Radical Construction
Grammar in many ways. Grammar is symbolic in nature and incorporated in semantic-
phonological pairings (in Cognitive Grammar). Construction Grammar as developed by
Fillmore and Kay, takes Chomsky's Universal Grammar as basis and aims at developing a set
of statements, represented as constructions, that determine speakers' language knowledge. In
Cognitive Grammar, being usage-based, knowledge of language emerges from language use.
Fillmore and Kay concentrated mostly on what is 'irregular' in language, they studied
idiomatic expressions and idiomatic grammatical constructions /et alone (1988, together with
O'Connor) and what'’s X doing Y construction (Kay and Fillmore 1999). These constructions
have both some regular grammatical properties, but also some that cannot be predicted from
their subparts. Their theory is a reductionist one, meaning that the elements of a construction
can be broken down into a set of primitive atomic units which are combined to create more

complex units.

Their work was further elaborated by Goldberg (1995) who focused on verb argument
structures. She notices that in the 'regular' sentence-level constructions the meaning of the
whole cannot be explained as the sum of the meanings of individual parts and that “that
constructions themselves carry meaning, independently of the words in the sentence.”
(Goldberg 1995: 1). To her, a construction is the basic unit of language in which one or more
of its properties cannot be predictable from knowledge of other structures in grammar: “A
construction is posited in the grammar if it can be shown that its meaning and/or its form is
not compositionally derived from other constructions existing in the language.” (1995: 5).

Her approach is also usage-based, like cognitive linguistics' one, and acknowledges
lexicon-grammar continuum. Language knowledge is knowledge, like other knowledge of any
other human experience and “linguistic constructions display prototype structure and form
networks of associations. Hierarchies of inheritance and semantic networks, long found useful
for organizing other sorts of knowledge, are adopted for explicating our linguistic
knowledge.” (1995: 5). Speakers are able to store certain syntactic patterns because they have
heard them being produced.

Other construction grammar mentioned above is Croft's Radical Construction
Grammar (2001). His theory also assumes lexicon-grammar continuum, a grammar as a
structured inventory and usage-based approach, as Cognitive Grammar does. His definition of
a construction is somehow different from Goldberg's. It also assumes a pairing of form and

meaning, but it is broader in the sense that everything, from a morpheme to a sentence, is a
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construction. This approach is a non-reductionist because the whole construction is a

primitive and parts emerge from that whole.

Cognitive grammar is a functionalist approach to language, as opposition to the
formalist one: functional characteristics of language are crucial in language description, with
the main functions being a symbolic and communicative/ interractive one (as stated by
Langacker 2007). Cognitive grammar allows only symbolic symbolic structures for the
description of lexicon, morphology, and syntax. Communicative/ interractive function is in
line with the usage-based notion of language: all linguistic units are abstracted from actual

usage events.

11.5. Theory of metaphor and metonymy

11.5.1. Metaphor

Metaphor has long been seen as a figure of speech used for comparing two things that
are usually different or contradictory, but have some things in common. Cognitive linguists, in
their wide studies on metaphor, have all agreed that it is much more than that and that many
old beliefs and assumptions about metaphor have to be questioned and altered. One of these is
that metaphor is only a figure of speech used for comparing and rhetorical purposes. Its usage
was assumed to be conscious and deliberate and not witnessed in every day communication
(Kovecses 2010). One of the first works that challenged these assumptions was George Lakoff
and Mark Johnson's seminal study Metaphors We Live By from 1980. They claim that
metaphor is not merely a stylistic feature of language, but that thought is itself metaphorically
structured. Metaphor is a matter of cognition, because we humans tend to use some concepts
to talk about or understand other concepts. Our conceptual structure is organized in such a
way that there are mappings between conceptual domains: one domain, called the source or
donor domain, is ‘mapped’, i.e. projected, onto a different domain called the target or
recipient domain. The source domain is usually less abstract than the target domain and
therefore easier to comprehend. We can understand arguments, love, time and ideas as war,

journeys, war, money, food:
ARGUMENT IS WAR
You disagree? Ok, shoot!
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LOVE IS AJOURNEY

Look how far we've come.

TIME IS MONEY

You're wasting my time.

IDEAS ARE FOOD

Let me chew on that for a bit longer.

It is easier for us to understand concepts such as money or food because we experience
them through our body: we can see them, take them into our hands, interact with them. They
help us understand concepts which are abstract. Source domains are therefore grounded in our
bodily experience. Kovecses (2010: 18-29) lists the following common source domains:
human body, health and illness, animals, plants, buildings and construction, machines and
tools, games and sport, money and economic transactions, cooking and food, heat and cold,
light and darkness, forces, movement and direction. Common corresponding target domains
are: emotion, desire, morality, thought, society/ nation, politics, economy, human relations,
communication, time, life and death, religion, events and actions. He groups target domains
into psychological and mental states and events, social groups and processes, and personal
experiences.

Metaphors work on the formula A is B where the target domain is comprehended as if
it were a source domain (Kd&vecses 2015). This is possible due to the mappings or
correspondences between them.

Ruiz de Mendoza (1997) claims that there are one-correspondence and many-
correspondence metaphors. In the metaphor PEOPLE ARE ANIMALS animal behaviour is
mapped onto human behaviour. In the metaphor LOVE IS A JOURNEY, on the other hand, there
is more than one correspondence: the travellers are the lovers, the vehicle is the love

relationship, the distance covered is the progress made and so on.
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Source Target Source Target

Figure 11. One-correspondence and many-correspondence metaphors (Herrero 2002: 75)

ANGER IS HEAT metaphor is the most general metaphor for heat. This metaphor has two
versions, one is ANGER IS THE HEAT OF FLUID IN A CONTAINER (You make my blood boil) and
the other is ANGER IS FIRE (He was breathing fire) (Lakoff 1987: 386). The correspondences

that help us understand anger are:

source : FIRE

target: ANGER

The thing burning is the angry person.

The cause of the fire is the cause of the anger.

The intensity of the fire is the intensity of the anger.

The physical damage to the thing burning is mental damage to the angry person.

The capacity of the thing burning to serve its normal function is the capacity of the angry
person to function normally.

An object at the point of being consumed by fire corresponds to a person whose anger is at the
limit.

The danger of the fire to things nearby is danger of anger to other people.

These metaphorical entailments are part of our conceptual system, they carry what we know
about source domains onto the target domain.

Lakoff and Johnson differentiate between structural, orientational and ontological
metaphors.
In structural metaphors, “one concept is metaphorically structured in terms of another.”

(Lakoff and Johnson 1980: 14):

Your arguments are indefensible.

66



Here we understand the concept of an argument in terms of war.

Orientational metaphors organize a whole system of concepts in terms of physical
orientation. For example, HAPPINESS IS UP:

You're in high spirits.,

while SADNESS IS DOWN:

My spirits sank.

Similarly, health, consciousness, having control, more, good, virtue, and rational are
all up, while sickness, unconsciousness, being controlled, less, bad, depravity, and emotional
thinking are all generally down. They are based and dependent on our cultural and physical
experience. Not all orientational metaphors are up-down, some are ahead-behind, as in
FORESEEABLE FUTURE EVENTS ARE UP:

What's coming up this week?

“Our experiences with physical objects (especially our own bodies) provide the basis
for an extraordinarily wide variety of ontological metaphors, that is, ways of viewing events,
activities, emotions ideas, etc., as entities and substances.” (Lakoff and Johnson 1980: 25).
Some of the most cited examples are THE MIND IS A MACHINE (I'm a little rusty today) and
INFLATION IS AN ENTITY (Inflation makes me sick.). Container metaphors appear when we
project our in-out orientation onto other physical objects that have bounded surfaces. We

conceptualize states as containers (He is in love.).

Most of the above mentioned metaphors are based on our knowledge, i.e. on our
experience and interaction with the world. Basic knowledge structures are mapped from a
source to a target. There are also so called image-schema metaphors in which we do not map
elements of knowledge from source to target, but conceptual elements of image schemas.

Different image schemas structure concepts metaphorically (Kovecses 2010: 43):

Image-Schema metaphorical extension
in-out I'm out of money.

front-back He's an up-front kind of guy.
up-down I'm feeling low.

contact Hold on, please. (‘Wait')
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motion He just went crazy.

force You're driving me insane.

An important observation made by the theorists of conceptual metaphor is its
unidirectionality: metaphoric mapping go from source to target domain, not vice versa, that is

the mapping is asymmetrical.

Metaphorical mappings obey the Invariance Principle: “Metaphorical mappings
preserve the cognitive topology (that is, the image-schema structure) of the source domain, in
a way consistent with the inherent structure of the target domain.” (Lakoff 2006: 199). For
example, in the metaphor PEOPLE ARE PLANTS we map the top of the tree on the person's
head, the trunk onto to body and so on. This principle guarantees that the image schematic
organization of the source domain will be preserved by the mapping in a way consistent with

the target domain.

Ruiz de Mendoza (1998) expands this into all kinds of generic-level structure, not only
image- schematic ones, which he calls Extended Invariance Principle. (In Ruiz de Mendoza
and Usoén 2007: 37). For example, mapping animal behaviour onto human behaviour in
Achilles is a lion, we simply state that he behaves bravely, here image-schemas play no role.

In 2003 Ruiz de Mendoza and Santibafiez Saenz have formulated the Correlation
Principle, which ensures that source and target elements in a metaphor share the relevant
implicational structure. In the ARGUMENT IS WAR metaphor a heated debate is compared to a

serious war, not just some minor conflict between the opponents:

He shot down all of my arguments.

There is another principle, namely the Mapping Enforcement Principle, which ensures
that “no item in the target will be discarded from a mapping system if there is a way to find a
corresponding item in the source.” (Ruiz de Mendoza and Uson 2007: 38). In the example

He gave John a kick.

the target elements have their corresponding elements in the source: we map a giver onto a

kicker and giving onto kicking, but the possession element seem to have no corresponding
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element in the target. The person receives the kick, but does not have it later. What he does
have is the effect of kicking which is led to by the activation of ACTION FOR EFFECT OF THE
ACTION metonymy. Possession of the object of the source domain is mapped onto the effects

of kicking in the target domain.

Conceptual metaphor theory proposes the idea that metaphors work on the basis of
highlighting and hiding: the metaphor AN ARGUMENT IS A JOURNEY highlights the progressive
and organizational aspects of arguments and hides the confrontational aspects:

We'll proceed in step-by-step fashion.

We 've covered a lot of ground.

Metaphoric mapping is therefore only partial: speakers use only some aspects of a source

domain in understanding a target.

Croft and Cruse (2004: 198) summarize Lakoff's theory of conceptual metaphors as
follows:
-It is a theory of recurrently conventionalized expressions in everyday language in which
literal and metaphorical elements are intimately combined grammatically.
-The conventional metaphorical expressions are not a purely linguistic phenomenon, but the
manifestation of a conceptual mapping between two semantic domains; hence the mapping is
general and productive (and assumed to be characteristic of the human mind).
-The metaphorical mapping is asymmetrical: the expression is about a situation in one domain
(the target domain) using concepts mapped over from another domain (the source domain).
-The metaphorical mapping can be used for metaphorical reasoning about concepts in the

target domain.

Since the publishing of Metaphors we live by many different but equally important
contributions have been added to the theory of metaphor. One of them is made by Joseph
Grady (1997) who makes a distinction between primary metaphors and compound metaphors.
Primary metaphors are foundational metaphors and when combined, they produce compound
ones. He rejects the distinction between source and target domains as concrete and abstract, to
him primary source concepts relate to sensory-perceptual experience, while primary target
concepts relate to subjective responses to sensory-perceptual experience. Primary source
concepts are derived from external sensory experience and have image content, whereas

primary target concepts, which are more evaluative and subjective in nature, are said to have
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response content. In the metaphor DESIRE IS HUNGER (We're hungry for a victory) desire as
target is not something abstract to us humans, but something we experience as fundamental
and essential. Hence the term 'primary'. Primary metaphors are basic mappings with strong
experiential basis which, when combined, produce more complex metaphors. An example of a
complex metaphor would be THEORIES ARE BUILDINGS (7The theory needs more support)
because here the entire complex domains of experience are related. In this complex metaphor,

two primary metaphors are united: PERSISTING IS REMAINING UPRIGHT and ORGANIZATION IS

PHYSICAL STRUCTURE.
PERSISTING IS ORGANISATIONIS
REMAINING UPRIGHT PHYSICAL STRUCTURE

THEORIES ARE BUILDINGS

Figure 12. Compound metaphor (Evans and Green 2006: 330)

So far it has been shown that metaphors can be based on similarity between two
concepts or on embodiment. Kdvecses (2015) adds that metaphors can also emerge through
schematization. In the metaphor HEAVEN IS AN IDEAL PHYSICAL PLACE, the target is “an

idealized schematization of a variety of particular and specific source domains.” (2015: 22).

When it comes to levels of language description, metaphor is not only found on the
sentential level, as it is often described in literature, but on all levels of linguistic structure.
Dirven (1985), following Ullmann's (1959) proposal of four levels of linguistic structure
(phonology, lexis, syntax and discourse, with morphology and semantics as part of all four
levels), claims that metaphor operates on all four levels. He distinguishes between sound
metaphors, word metaphors, phrase and sentence metaphors and discourse metaphors (1985:
87-94). Sound metaphors appear at the level of phonology due to the fact that the relationship

between form and meaning is not always arbitrary. One of the examples is sw sound denoting
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a curved, fast motion as in swerve, swish, swipe, swift and many more. The curved motion of
the air stream in the mouth is the vehicle for the meaning curved fast motion of these verbs.
Word metaphors are words used as vehicles for other meanings, either already familiar ones
or new ones. Thus the word heart can express love (lose someone's heart to), tenderness (You
have no heart), central part of something (the heart of the city), emotional disposition (happy
heart), or the most important part (the heart of the matter). Since for Dirven a metonymy is a
metaphorical process, he labels all his examples as metaphors. Phrase and sentence metaphors
occur due to the syntagmatic relations within the phrase or a sentence, that is, the whole
sentence or a phrase stands as a vehicle for some other target. Dirven's examples are phrasal
verbs, specifically the verb talk which creates spatial metaphors fo talk back, to talk somebody
into, to out-talk and many more. Discourse metaphors are found in in poetry, proverbs (The
early bird catches the worm), sayings, catch-phrases, but even myths, allegories and fables.
The example given is George Orwell's Animal Farm where animals and their behaviour
represent different types of people, but not only the characters are metaphorical, the setting as
well. As Dirven claims, the metaphorical character is based on the discourse as such, not on

individual words or utterances.

11.5.2. Metonymy

Metonymy, like metaphor, has long been seen as a figure of speech in which one
concept simply stands for another concept. Lakoff and Johnson were the first to describe
metonymy as a cognitive tool used for conceptualization. They define it as “a process which
allows us to conceptualize one thing by means of its relation to something else” (1980: 39).
Later, the studies on metonymy add that it is a conceptual mapping within a single domain, it
involves a ‘stand-for’ relationship and has a mainly referential function.

Lakoff (1987: 288) states that metonymic mapping takes place “within a single
conceptual domain, which is structured by an ICM” where the term 'domain' is equated with
Langacker's abstract domain. This abstract domain or domain matrix is created by experience.

Kovecses and Radden (1998: 39) define metonymy as “a cognitive process in which
one conceptual entity, the vehicle, provides mental access to another conceptual entity, the
target, within the same domain, or ICM.” Their definition does not include the term 'mapping'
since they base their conception of metonymy on Langacker's notion of 'reference-point'

where one conceptual entity provides access to another conceptual entity. We can say that
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metonymy serves as an access mechanism (Langacker 1993, Croft 1993). We access a target

through domain highlighting within domain matrix. In

Proust is tough to read.

the expression highlights Proust's literary work, it becomes the active zone®.

Martin Hilpert (2006) states that a linguistic sign can have a reference to another
referent if they belong together, that is they stand in the contiguity relationship. One aspect
can stand for another because they coexist within the same domain. In the well-known

example

The ham-sandwich is waiting for his check.

the ham-sandwich can stand for the customer because both the source (ham sandwich) and the

target (customer) belong to the same domain, the one of CAFES.

Klaus-Uwe Panther and Linda L. Thornburg (2009a: 180-181) sum up all the given
aspects of metonymy as follows:

1. Metonymy is based on associative thinking, which itself may be grounded in human
experience and culture.

11. A linguistic metonymy consists of a vehicle that conveys a source meaning that
provides mental access to an associatively connected target meaning. More specifically,
the target meaning is an elaboration of the source meaning, i.e., the source meaning is
'contained' in the target meaning, but becomes backgrounded as a result of the
metonymic operation.

iii.  Access to the target meaning may be facilitated or even enforced by other meaning
components in the conceptual domain of the metonymic operation and/or contextual
triggers (including the linguistic and extralinguistic environment).

iv.  The metonymic shift is construed as occurring in a single conceptual domain — in

contrast to metaphor, which involve cross-domain mappings.

6 The term 'active zone' is Langacker's term: “An entity’s active zone, with respect to a profiled relationship, is
defined as that facet of it which most directly and crucially participates in that relationship. ” (2009: 42). In
the example The cigarette in her mouth was unlit the nominal the cigarette in her mouth does not denote the
whole cigarette, but only the first part of it, just as the landmark in her mouth denotes the part between her
lips.

72



V. The relation between source and target meaning is contingent, i.e., the metonymic
relation as such is conceptually non-necessary. This entails that the metonymic relation
is, in principle, defeasible.

vi. In a prototypical metonymy, the target becomes conceptually prominent; the source is
contained in the target but backgrounded.

vii.  In prototypical metonymies the relation between source and target is conceptually tight.

viii. Metonymic relations provide natural inference schemas that allow fast, economical, and

effortless access to target concepts.

Since our knowledge of the world is organized by structured ICMs which we perceive
as wholes with their parts, Kdvecses and Radden (1998, 1999) argue that there are two kinds

of motivating relationships that produce metonymies:
a) part-whole, whole-part relationships, where parts of the domain stand for the whole domain
and vice versa, that is we access a part of an ICM via its whole or a whole ICM via one of its

parts;

b) part-part relationships, where parts of domain stand for other parts, that is we access a part

via another part of an ICM.

The first type of metonymy producing relationships can be exemplified as follows (all

the examples are taken from K&vecses and Radden (1998 and 1999)):

Part-whole, whole-part relationships

WHOLE THING FOR PART OF A THING:
America for ‘The United States’

PART OF A THING FOR THE WHOLE THING:
England tor ‘The United Kingdom’

A CATEGORY FOR A MEMBER OF THE CATEGORY:
The pill for ‘birth control pill®
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A MEMBER OF A CATEGORY FOR THE CATEGORY:

Aspirin for ‘any pain-relieving tablet’

These whole-part configurations typically apply to things and underlie following
ICMs:
-Thing-and-Part ICM: this ICM mainly includes metonymies which involve things. Parts of
the things can stand for the whole (the above example of England), just as the whole thing can

represent its parts (America). Other metonymies within this ICM are:
THE PLACE FOR THE INSTITUTION:

Washington for 'political institution'

and
THE PLACE FOR THE EVENT:

She is in the hospital, meaning 'She is ill'.

-Scale ICM: here the metonymy WHOLE SCALE FOR UPPER END OF THE SCALE is at work:

Henry is speeding again for Henry is going too fast.

There are also cases with a reversed situation:
UPPER END OF A SCALE FOR WHOLE SCALE:

How old are you? used to ask for somebody's age.

-Constitution ICM contains two metonymies:
OBJECT FOR MATERIAL CONSTITUTING THAT OBJECT:

There was cat all over the road.

THE MATERIAL CONSTITUTING AN OBJECT FOR THE OBJECT :
Wood for 'the forest'

In these kind of metonymies object that is perceived as material becomes a mass noun

(cat) and when material is used as an object, it can be coded as a count noun (in the woods).

-Event ICM: events consist of several parts or subevents that can occur in succession or

simultaneously and they metonymically stand for the whole event:
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SUCCESSIVE SUBEVENTS FOR COMPLEX EVENT:

They stood at the altar.

CO-PRESENT SUBEVENTS FOR COMPLEX EVENT:
Mary speaks Spanish.

In the first example, 'the first part' of event stands for the whole wedding ceremony. In
the second example all four skills we understand as knowing a language (speaking, writing,
listening and reading) are represented through speaking. This example also shows the effect
metonymies have on the English tense system and can also be viewed as PRESENT FOR
HABITUAL metonymy. The Present Tense can also be used to express the Future via PRESENT
FOR FUTURE metonymy:

I am off. for 'l will be off'.

The influence of metonymy on grammar is a special section of this thesis, but another
type of metonymy is worth mentioning here and this is POTENTIALITY FOR ACTUALITY
metonymy studied by Panther and Thornburg (1999), since it also belongs to the event ICM.
This pattern has two variants:

ACTUAL FOR POTENTIAL:

He is an angry person. means that he sometimes can get angry or that it is possible for

him to easily get in the state of being angry.

POTENTIAL FOR ACTUAL:

I can see your point. actually means [ see your point.

-Category-and-Member ICM: this ICM was already exemplified with the 'pill' and the
'Aspirin': in these cases either a source or a target is somehow salient among its members. A
special type of metonymic relationship can be observed in the following examples:

Boys don't cry.

The/ a spider has got eight legs.

The first example is a generic statement about boys, but can be used in a specific situation due
to the GENERIC FOR SPECIFIC metonymy. The second example can be applied to spiders in

general via SPECIFIC FOR GENERIC metonymy. Radden and Kd&vecses (1999: 48) claim that
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the use of this metonymy can be explained due to people's tendency to generalize. The authors

also put proverbs here:

Blind blames the ditch’.

In proverbs there is usually a specific situation described which can then be used more

generally.

-Category-and-Property ICM: within this ICM a category can metonymically stand for the
property and vice versa:
CATEGORY FOR DEFINING PROPERTY:

Jjerk for 'stupidity’

DEFINING PROPERTY FOR CATEGORY:
blacks for 'black people'

-Reduction ICM: Metonymies that belong here typically involve abbreviations (UN),
acronyms (NATO), clippings (exam), euphemism (What the heck are you doing? for What the

hell are you doing?). Here the linguistic form changes, but the concept stays the same:
FORMAaA-CONCEPTA FOR FORMs-CONCEPTs
The variant of this type is PART OF A FORM FOR THE WHOLE FORM as in crude for 'crude oil'.

Part for part metonymies are built on the interaction between a relation and one of the things

participating in the relation. Relation can be construed as a thing, just as a thing can be
recategorized as a relation. These metonymies include the Action ICM, the Perception ICM,
the Causation ICM, the Production ICM, the Control ICM, the Possession ICM, the
Containment ICM, the Location ICM, the Sign and Reference ICMs and the Modification
ICM. We will briefly describe each of them.

-Action ICM: participants within this ICM can be related to an action or to each other by the

following types of metonymies:
AGENT FOR ACTION:

to author a new book

7  Lakoff and Turner (1989) treat proverbs as GENERIC IS SPECIFIC metaphor, but since they belong to the same
ICM, Radden and Kovecses treat them as metonymies.
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ACTION FOR AGENT:

driver

INSTRUMENT FOR ACTION:

to ski

ACTION FOR INSTRUMENT:

screwdriver

OBJECT FOR ACTION:
to blanket the bed

ACTION FOR OBJECT:

The flight is waiting to depart.

RESULT FOR ACTION:

to landscape the garden

ACTION FOR RESULT:

the production

MANNER FOR ACTION:

to tiptoe into the room

MEANS FOR ACTION:
He sneezed the tissue off the table.

TIME FOR ACTION:

to summer in Paris

DESTINATION FOR MOTION:

to porch the newspaper

INSTRUMENT FOR AGENT:

the pen for 'writer'

TIME OF MOTION FOR AN ENTITY INVOLVED IN THE MOTION:

The 8.30 just arrived.

71



In all the examples we see how metonymies affect the grammatical system: nouns are
converted into verbs and verbs are presented as nouns. There are cases, however, where
metonymies do not bring about changing of the word class, as in RESULT FOR ACTION

metonymy:

Win a fortune!

Here, the verb win as a result metonymically stands for the action of gambling. Again, this
issue of metonymy's impact on grammatical system will be addressed a bit later.

-Perception ICM: this ICM can produce following patterns:
THING PERCEIVED FOR PERCEPTION:
There goes my knee. for There goes the pain in my knee (from Lakoff 1987: 511).

PERCEPTION FOR THING PERCEIVED:

sight for 'things seen'

-Causation ICM: effects and causes can both serve as metonymic vehicles and thus we can

talk about following metonymies:
CAUSE FOR EFFECT:
healthy complexion for 'the good state of health bringing about the effect of healthy

complexion'

EFFECT FOR CAUSE:

sad book for 'sadness resulting from reading a book'

EFFECT FOR CAUSE metonymy can have several subtypes:

STATE/EVENT FOR THING/PERSON/STATE CAUSING IT:

She was my ruin.

EMOTION FOR CAUSE OF EMOTION:
She was my joy.

MENTAL/PHYSICAL STATE FOR OBJECT/PERSON CAUSING IT:

You are a pain in the neck.
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PHYSICAL/BEHAVIORAL EFFECT FOR EMOTION CAUSING IT:

She was upset.

The Action ICM and Causation ICM can sometimes be combined and produce SOUND FOR
EVENT CAUSING IT metonymy:

The train whistled into the station.

-Production ICM: in the metonymies belonging to this ICM one of the participants is a

product, as in:
PRODUCER FOR PRODUCT:

a Ford for 'a type of a car’

ARTIST FOR HIS WORK:
They are playing Mozart tonight.

INVENTOR FOR THE THING INVENTED:

macadam

INSTRUMENT FOR PRODUCT:

Did you hear the whistle? meaning the sound of it.

PLACE FOR PRODUCT MADE THERE:

mokka, java, China

-Control ICM: This ICM involves the controller and the controlled:
CONTROLLER FOR CONTROLLED:
Schwarzkopf defeated Iraq.

CONTROLLED FOR CONTROLLER:

The Mercedes has arrived.

-Possession ICM can lead to the following metonymies:
He married money, where money stands for the person with money, via POSSESSED FOR
POSSESSOR metonymy. It is also possible to have the reversed type:

POSSESSOR FOR POSSESSED:

That's me! for 'my bus'.
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-Containment ICM: in this ICM the target is usually the content, so the type CONTAINER FOR
CONTENTS:

glass for 'wine'
is found more frequently than CONTENTS FOR CONTAINER:

The milk tipped over.

-Location ICM: within this ICM it is possible to have several metonymies:
PLACE FOR INHABITANTS:
The whole town showed up. for 'the people who live in that town'
INHABITANTS FOR PLACE:
The French hosted the World Cup Soccer Games.

INSTITUTION FOR PLACE:

I live close to the University.

PLACE FOR EVENT:
Waterloo for 'battle fought at Waterloo'

EVENT FOR PLACE:

Battle for 'name of the village in East Sussex where the Battle of Hastings was fought'

-Sign-and-Reference ICM: there are two types of metonymies belong here, a sign metonymy
and a reference metonymy. In a sign metonymy, a word (a form) stands for a concept (dollar
for 'money'). In a reference metonymy, a sign, a word form or a concept stand for a real thing

(word cow for a real cow).

-Modification ICM: this ICM is applied when a sign is modified, but cases other than
reduction (which was the case with PART-FOR-WHOLE metonymies). Thus SUBSTITUTE FORM
can stand for THE ORIGINAL FORM:

Do you still love me?- Yes, I do.

Several cognitive principles are responsible for the choice of the metonymic vehicle:
human experience (HUMAN OVER NON-HUMAN, SUBJECTIVE OVER OBJECTIVE, CONCRETE
OVER ABSTRACT, FUNCTIONAL OVER NON- FUNCTIONAL, INTERACTIONAL OVER NON-

INTERACTIONAL), perceptual selectivity (IMMEDIATE OVER NON-IMMEDIATE, MORE OVER
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LESS, DOMINANT OVER LESS DOMINANT, OCCURENT OVER NON-OCCURENT, GOOD GESTALT
OVER POOR GESTALT, BOUNDED OVER UNBOUNDED, SPECIFIC OVER GENERIC) and cultural

preference (STEREOTYPICAL OVER NON -STEREOTYPICAL, IDEAL OVER NON-IDEAL, CENTRAL

OVER PERIPHERAL, TYPICAL OVER NON-TYPICAL, INITIAL OR FINAL OVER MIDDLE, BASIC
OVER NON-BASIC, IMPORTANT OVER LESS IMPORTANT, COMMON OVER LESS COMMON, RARE

OVER LESS RARE) (from Kovecses and Radden 1998). Let us see what it means on the
following examples. When we talk about driving, as part of our everyday experience, we do
not normally use non-functional parts of a car as doors or windshield wiper, but rather more
functional ones, as the wheels or the motor:

Sit behind the wheel!

When it comes to perceptual selectivity, we usually take something more immediate,
bigger or more dominant as a vehicle since it is usually more salient. The reason why England
can stand for Great Britain is that it is the biggest of the countries (and the most powerful).
The same is the reason why we do not ask somebody How short are you? but rather How tall
are you?

Some members of a category are 'better' examples of it than the others. When wanting
to emphasize the repetition of one's utterance, we say I've told you a hundred times! meaning
I've told you that many times. This happens because hundred is a basic number (BASIC OVER

NON-BASIC PRINCIPLE).

Communicative principles that determine the metonymic vehicle are the principle of
clarity (CLEAR OVER LESS CLEAR) and the principle of relevance (RELEVANT OVER
IRRELEVANT). They ensure that communication flows without misunderstandings. Some

metonymies are so 'natural' that the usage of the targeted meaning would sound 'unnatural':

The dog bit the cat.  *The dog's teeth bit the cat.

Sometimes one principle overrides the other, as in the example The ham-sandwich is
waiting for his check, where relevance principle overrides the one of HUMAN OVER NON-
HUMAN. All the mentioned principles help us understand why something is or is not a
metonymic source. These principles, as already exemplified with the ham-sandwich, do not
always function and that is due to various social-communicative and rhetorical reasons to

produce euphemism or even humor.
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In domain-internal mapping of metonymies The Invariance Principle and Extended

Invariance Principle are also implied (Ruiz de Mendoza and Us6n 2007). In the example

He has been drinking bottle after bottle.

container-content relationship of the container image-schema is preserved, as is controller-

controlled relationship between ‘bus-driver’ and ‘bus’ in

The buses are on strike.
Correlation Principle is also of relevance. This is the reason why the patient is referred

to as gallbladder

Go see the gallbladder in room 203.

and not the newly changed sheet or some other element of the hospital environment.

Kévecses (2015: 19) claims that metonymic mapping is a 'through-connection': “one
entity is mentally activated by or through another entity.” He differentiates between outward

looking and inward looking. In the example

I bought another Hemingway.
we are dealing with outward looking because the target (the book written by Hemingway) is
outside the primary domain of Hemingway as a person. Inward metonymies, on the other
hand, activate or highlight an aspect that is inside the primary domain:

This book is large.

This book has more primary domains, one of them being a physical object, and what is

activated in the example is its size.

8 Metaphoric relations are 'as-if-connections’: a frame or an element of a frame is conceived in terms of
another frame or element. The third connection between constituents of a conceptual system Kdvecses
(2015) mentions is 'is-connection' or identification connection: a concept is identified with another concept.
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11.5.2.1. Metonymic models in literature
Metonymies can be categorized according to what they are used for, according to the
relationship between domains and according to different types of contiguity that operate

within metonymies. The most important authors and their distinctions will be given below.
Warren (1999, 2003, 2006) distinguishes between referential and propositional
metonymies. The first type relates one entity to another, the other one proposition to another
proposition.
In referential metonymy:
Table 13 is complaining. (people sitting at table 13)
truth conditions are violated, since things (tables) cannot complain.
This is not the case with propositional metonymies:

How did you get there? I waved down a taxi. (A taxi took me there).

Here one proposition is related to another via if-then relationship (If I waved town a taxi, then

it took me there).

Warren states that referential metonymies occur in the head noun and they function as

nominals and modifiers, whereas propositional meto